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Abstract

We observe a rich set of public information signals available to participants in the Survey

of Professional Forecasters (SPF) and decompose individual forecast revisions into those

due to public information and a remainder due to residual information. We robustly find

that SPF forecasters overreact to residual information for almost all forecast horizons and

variables. Likewise, forecasts are overly anchored to prior beliefs for all variables and forecast

horizons. We show that overconfidence in private information explains both of these features;

it also explains why forecast errors correlate positively with past forecast revisions at the

consensus level, but negatively at the individual level. Overconfidence in private information

also delivers a new approach for improving upon consensus forecasts: it reduces mean-

squared forecast errors for SPF variables by 35% compared to the approach in Coibion and

Gorodnichenko (2015).
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1 Introduction

Expectations play a central role in dynamic economic decisions and full-information rational

expectations (FIRE) have become the dominant assumption on expectation formation in macroe-

conomics. In a seminal paper, Lucas (1972) relaxed the FIRE assumption, studying expectation

formation in a setup with incomplete information. Subsequently, macroeconomists continued

studying deviations from FIRE in settings with private information (Woodford 2002; Mankiw et

al. 2003; Sims 2003).

A key difficulty with testing the forecast implications of private and incomplete information

models is that the information set available to forecasters can typically not be observed. This

makes it difficult to study the efficiency properties of individual forecasts and provides chal-

lenges for using private information models in quantitative applications. To deal with this issue,

Coibion and Gorodnichenko (2015) propose using past forecasts as measures of the information

available to agents. Using this approach, they show that professional forecasts underreact to

past information at the consensus level. Applying the same approach to individual forecasts,

Bordalo et al. (2020) document that forecasts overreact to past forecast revisions.

While these findings point towards deviations from FIRE, they provide only indirect evidence

about the economic mechanisms giving rise to these deviations. In particular, it remains unclear

which sources of information agents may or may not use optimally. Understanding this requires

knowledge about the information set available to forecasters at the time of forecasting. The

present paper makes progress on this front.

Going back to the survey forms that get administered when collecting SPF forecasts, we find

that SPF forecasters are provided with the most recent data release of the 14 variables they are

requested to forecast in every forecasting round. With forecasters being aware that all forecasters

obtain the same survey questionnaire, the latest data release represents public information to

forecasters. And since we measure agents’ prior expectations about the newly released variables

from the previous forecasting round, we can construct a high-dimensional measure of public

news every forecaster received from one survey round to the next. Due to heterogeneity in prior

expectations, the public news component differs in the cross-section of forecasters at any given

point in time.
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We then use our forecaster-specific measure of public news to estimate how individual

forecast revisions depend on (i) public news, (ii) prior beliefs, and (iii) a residual capturing

everything that is not spanned by the prior and the high-dimensional public signal. We show

that the residual component contains - at any given point in time - a common component that

is useful for forecasting and an idiosyncratic forecaster-specific component that is not. This

suggests that the residual component reflects noisy private information available to forecasters.1

In a second step, we regress individual ex-post forecast errors on (i) the forecast revisions

explained by public news, (ii) the prior beliefs, and (iii) the residual component. Doing so, we

robustly find that the residual component (iii) is negatively associated with future forecast errors.

This holds true for virtually all forecast horizons and forecast variables in the survey and suggests

that forecasters’ expectations overreact to private information.

We also show that agents’ expectations are overly anchored to prior expectations because

prior expectations negatively predict future forecast errors. Again, this is true for virtually all

forecast variables and forecast horizons in the survey.

In a final step, we show that public news (i) tends to be mostly positively associated with

forecast errors, indicating that forecast revisions tend to underreact to public news. However,

the empirical evidence for public information is more ambiguous, as forecasters also appear to

sometimes overreact to public signals. This finding is broadly in line with evidence previously

provided in Broer and Kohlhas (2022).

To understand these new facts, as well as the over/underreaction patterns previously docu-

mented in Coibion and Gorodnichenko (2015) and Bordalo et al. (2020), we construct a simple

Bayesian updating model in which agents receive public and private information, but are over-

confident about the information content of the private signal. We show that this very simple

model can replicate all of the documented deviations from FIRE mentioned above, suggesting

that overconfidence in private information could be the sole source of the observed deviations

from FIRE.

The simple theoretical model suggests that one can improve upon consensus forecasts by

correcting for forecasters’ overreliance on private information. Using the implied approach,

1This also appears plausible in light of the fact that we observe a rather large number of public signals available
to forecasters.

3



we show that we get a 35% mean-squared error reduction (on average across all variables and

forecast horizons), compared to the consensus forecast corrections implied by the regressions in

Coibion and Gorodnichenko (2015).

While we do not seek to explain why forecasters overly rely on private information, several

existing theories provide potential explanations. This includes models with strategic diversifica-

tion motives (e.g., Gemmi and Valchev 2023) and models with behavioral overconfidence (e.g.,

Angeletos et al. 2021; Broer and Kohlhas 2022).

In particular, Broer and Kohlhas (2022) document overreaction and underreaction to public

information and Gemmi and Valchev (2023) study the response of forecast errors to public

signals, proposing a model with strategic diversification to explain the observed expectations

patterns. These papers assume that public information consists of past consensus forecasts,

while the present paper treats the most recent data release as public information, in line with the

information that is provided to forecasters on the SPF survey questionnaire.

Angeletos et al. (2021) provides interesting conditional evidence on forecasting behavior,

including delayed overshooting patterns for expectations in response to economic shocks. The

present paper is not concerned with conditional evidence instead provides unconditional ev-

idence on deviations from FIRE. However, our finding that agent’s expectations are overly an-

chored to past beliefs, implies - in the impact period - underreaction to economic disturbances,

in line with the findings in Angeletos et al. (2021).

More broadly, the paper is related to a large body of literature that adopts different approaches

to deviate from FIRE and model the formation of beliefs and expectations. Prominent examples

include sticky information (Mankiw and Reis, 2002), noisy information (Woodford, 2002), rational

inattention (Sims, 2003), diagnostic expectations (Bordalo et al., 2020; Bianchi et al., 2023),

internal rationality (Adam and Marcet, 2011; Adam et al., 2017), overconfidence (Broer and

Kohlhas, 2022; Angeletos et al., 2021), cognitive discounting (Gabaix, 2020), level-K thinking

(García-Schmidt and Woodford, 2019; Farhi and Werning, 2019), and narrow thinking (Lian,

2021). Our survey evidence has implications for rational and behavioral models of expectation

formation and we discuss these in detail later.

The remainder of the paper is organized as follows: Section 2 documents the evidence that

we aim to explain, including a rich set of new empirical facts. Section 3 presents a simple model
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with noisy information that can replicate all these facts. In section 4, we document that our

findings deliver a new approach for improving upon consensus forecasts. Section 5 concludes.

2 New evidence on the source of forecast errors

This section explains how we identify the public information available to forecasters in the

U.S. Survey of Professional Forecasters (SPF) at the time of forecasting. Using the information

on available public information, we then decompose macroeconomic forecast revisions of

individual forecasters into those due to public information, private information, and prior

expectations. We then show how individual ex-post forecast errors depend on these components.

2.1 SPF forecasts and outcome variables

We use data on forecasts from the Survey of Professional Forecasters (SPF), provided by the

Federal Reserve Bank of Philadelphia. Every quarter, around 40 professional forecasters con-

tribute to the SPF with forecasts for outcomes in the current quarter and the next four quarters.

Individual forecasts are collected at the end of the second month of each quarter and cover

macroeconomic and financial variables. Individual forecasters can be identified by forecaster

IDs.

In our analysis, we consider the same variables and time period as studied in Bordalo et

al. (2020). This includes nominal GDP (NGDP), real GDP (RGDP), GDP price deflator (PGDP),

housing starts (Housing), and the unemployment rate (UNEMP), all of which are available from

1968 Q4 to 2016 Q4, the index for industrial production (INPROD), the consumer price index

(CPI), real consumption (RCONSUM), real nonresidential investment (RNRESIN), real residential

investment (RRESINV), federal government consumption (RGF), and state and local government

consumption (RGSL), available from 1981 Q3 to 2016 Q4, the three-month treasury rate (TB3M),

available from 1981 Q3 to 2016 Q4, and the ten-year treasury rate (TN10Y), available from 1992

Q1 to 2016 Q4.

We use forecasts over multiple horizons. We transform growing variables, such as GDP

and CPI, into growth rates, studying in quarter t the growth rate from quarter t −1 to quarter

t +h for h = 1,2,3,4. For stationary variables, such as the unemployment rate or interest rates,
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we consider the variable in levels in quarter t +h. We winsorize outliers that are more than 5

interquartile ranges away from the median for each forecast horizon in a given quarter.

As outcome variables, we use the initial releases from the Federal Reserve Bank of Philadel-

phia’s Real-Time Dataset for Macroeconomists. For example, for actual GDP growth from quarter

t −1 to quarter t +h, we use the initial release of GDPt+h in quarter t +h+1 divided by the most

recent update of GDPt−1 in period t +h.

2.2 Existing evidence on SPF forecast errors

In important work, Coibion and Gorodnichenko (2015) show that ex-post forecast errors are

positively associated with past forecast revisions at the consensus level. Specifically, they consider

regressions of the form

πt+h −πc
t+h|t = δh +βc

h(πc
t+h|t −πc

t+h|t−1)+ϵt ,h , (2.1)

where πt+h denotes the outcome of variable π in period t +h and πc
t+h|t the consensus forecast

of variable πt+h in period t , where consensus forecasts are simply the average of individual

forecasters’ predictions. The orange dots in Figure 1 report βc
h for h = 1,2,3 and show that future

consensus forecast errors are positively predicted by past consensus forecast revisions. This

holds true for almost all forecast variables and forecast horizons, in line with evidence provided

in Coibion and Gorodnichenko (2015).

Bordalo et al. (2020) considered the same regression at the level of individual forecasters:

πt+h −πi
t+h|t = δi

h +βp
h (πi

t+h|t −πi
t+h|t−1)+ϵi

t ,h , (2.2)

where πi
t+h|t denotes forecaster i ’s forecast of πt+h as of time t . The blue dots in Figure 1

report the coefficient βp
h for different forecast horizons (h = 1,2,3). The coefficient βp

h are

often statistically significantly negative, with only the unemployment rate and the three-month

treasury rate displaying significantly positive coefficients. This shows that individual forecasts

tend to overreact to individual past forecast revisions.

6



Figure 1: RESPONSES OF FORECAST ERRORS TO FORECAST REVISIONS AT THE CONSENSUS AND

INDIVIDUAL LEVEL

Notes: This figure plots the coefficients of βc
h (in orange) and β

p
h (in blue) from Eqn. (2.1) and (2.2). 95%

confidence intervals based on clustered standard errors are reported.
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2.3 Public information available to SPF forecasters

At the end of the first month in every quarter, the Bureau of Economic Analysis (BEA) releases its

advance report of the national income and product accounts (NIPA) for the previous quarter.

In the second month of the quarter, the SPF survey questionnaires are sent out to forecast

participants. These questionnaires report - in front of the response fields where survey respondents

enter their forecasts - the most recent data release from the BEA’s advance report, and for non-

NIPA data the latest release of other government statistical agencies.

Figure A.1 provides a sample questionnaire sent to SPF panelists: the column on the left in

the table contains the most recent quarterly data release and to the right of these, the forecasts

are entered. Given this, panelists can hardly avoid seeing the last data release when submitting

their forecasts.

The SPF survey management team confirmed to us that they have been providing the most

recent data release to panelists in every survey round since the 1990 Q2 survey, i.e., from the

time they took over the administration of the surveys. From 1968:Q4 to 1990:Q2, the survey was

conducted by the American Statistical Association (ASA) and the National Bureau of Economic

Research (NBER). A few sample ASA-NBER survey forms are available on the SPF webpage. The

survey forms state that "Recently reported figures are given on an attached sheet", which strongly

suggests that forecasters have been provided with the most recent data release also during this

earlier period.

Together with the survey form, forecasters also receive a historical data sheet from the SPF

survey management team. Figure A.2 shows such a sample data sheet. For quarterly variables,

the data sheet contains the realized values for the last four quarters and the annual value for the

most recent year. For monthly variables, the data sheet contains their realized values for the last

six months.

We note that it is common practice to supply professional forecasters with the latest data

release when conducting surveys. For instance, this is also the case for the Livingston survey, the

survey run by Consensus Economics, and the European Central Bank’s Survey of Professional

Forecasters. Appendix A provides a detailed discussion on the information sets of forecasters

participating in these surveys. Importantly, however, the decomposition exercise we implement
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below can only be performed using the SPF forecast. The SPF is the only survey that includes

in every round forecasts for four consecutive quarters. In contrast, other surveys only ask for

forecasts over much longer horizons (usually over one year) or ask forecasters to forecast a fixed

calendar year. As we explain later, the availability of past forecast for the current quarter is key

for our analysis, as it allows observing individual-specific news associated with newly-released

public information.

2.4 Decomposing forecast revisions and their effects on forecast errors

This section decomposes individual forecast revisions into revisions associated with private and

public news. Specifically, we exploit the fact that we observe - from the previous forecasting

round - forecasters’ prior expectations about the latest data release that gets presented to them

on the survey questionnaire. This allows the construction of an individual-specific news measure

for each newly released variable. We then collect these news measures across variables into an

individual-specific vector of public news. This is possible because we know that the latest data

release is public information, as explained in the previous section.

Consider the second month of quarter t in which forecasts are collected and let st ∈ R14

denote the vector of public information presented to the forecasters, which contains the latest

data release for outcomes in the preceding quarter. Letting si
t |t−1 denote the forecast for these

variables in the preceding quarter, the individual-specific public news is given by st −si
t |t−1. Since

agents hold heterogeneous prior expectations, e.g., due to the availability of private information,

the news revealed by the data release st will vary across forecasters at any given point in time.

Next, let πt+h denote the vector of variables agents are asked to forecast for quarter t +h and

πi
t+h|t−1 forecaster i ’s forecast of πt+h as of quarter t −1. We can analyze how this forecast is

revised from quarter t −1 to t , i.e., πi
t+h|t −πi

t+h|t−1.

Linear normal Bayesian updating implies that the forecast revision is going to be a linear

function of public information, st − si
t |t−1, prior beliefs πi

t+h|t−1, and private information, which

remains unobserved as of now. In particular, we can regress (for h = 1,2,3) the observed forecast

revision on observed public information and observed prior expectations:

πi
t+h|t −πi

t+h|t−1 = δi
h +γh(st − si

t |t−1)+ηhπ
i
t+h|t−1 +ϵi

t ,h , (2.3)
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where δi
h is an individual-horizon fixed effect and the coefficient matrix γh ∈ R14×14 captures

how forecasters respond to public news. The coefficient vector ηh captures the speed at which

past information becomes obsolete. When agents follow Bayesian updating, we have ηh ∈ [−1,0],

with ηh = 0 indicating no decay of old information (πt follows a random walk) and ηh = −1

indicating full decay (πt is an i.i.d. process).

Equation (2.3) allows decomposing forecast revisions into those due to (i) the vector of public

information, (ii) prior information becoming less relevant and (iii) the residual component ϵi
t ,h .

If the public information signal st exhausts the set of public information, then the residual

vector ϵi
t ,h in equation (2.3) captures forecasts revisions that are due to forecasters’ private

information. Given that we have a high-dimensional public information signal, the notion that

ϵi
t ,h in fact reflects private information appears warranted, especially in light of the fact that the

dynamics of macroeconomic variables can typically be described as being driven only by a small

number of common factors, see Stock and Watson (2016). Below, we provide further evidence

corroborating the view that ϵi
t ,h represents private information.

Given our decomposition, we can define two components driving forecast revision: (i) the

one generated by the public signal and prior information, and (ii) the one generated by private

information, i.e., the regression residual:

Predictedh
i ,t ≡ γ̂h(st − si

t |t−1)+ η̂hπ
i
t+h|t−1, (2.4)

Residualh
i ,t ≡ ϵ̂i

t ,h . (2.5)

We are now in a position to analyze how these components affect individual forecast errors by

regressing forecast errors on these two components:

πt+h −πi
t+h|t =αh

i +βh
1 ×Predictedh

i ,t +βh
2 ×Residualh

i ,t +νi
t ,h . (2.6)

Figure 2 reports the estimated coefficients of βh
1 (in green) and βh

2 (in orange). For almost all

variables and forecasting horizons, the results robustly show that macroeconomic expectations

underreact to forecast revisions induced by the prior and the public news (βh
1 > 0) but overreact

to the residual component, i.e., the private news component (βh
1 < 0). The following results
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summarize our empirical findings:

Fact 1: At the individual level, forecasters’ expectations underreact to forecast revisions

induced by public news and prior beliefs (βh
1 > 0).

Fact 2: At the individual level, forecasters’ expectations overreact to the residual component

of forecast revisions (βh
2 < 0).

We now explore further the causes giving rise to Fact 1, and thereafter consider Fact 2. To

better understand what generates Fact 1, we decompose the predicted component of forecast

revisions constructed above into its two components, namely the one explained by public news

and the one explained by prior expectations.

We can then regress individual ex-post forecast errors on (i) the forecast revisions explained

by public news, (ii) the prior beliefs, and (iii) our measure of private information from the

regression (2.3). To do so, we define a new variable that summarizes the revisions due to public

information

Publich
i ,t ≡ γ̂h(st − si

t |t−1),

which uses the estimated coefficient γ̂h from equation (2.3). We then consider the forecast-error

regression:

πt+h −πi
t+h|t = δi

h +αh
1 ×Publich

i ,t +αh
2π

i
t+h|t−1 +βh

2 ×Residualh
i ,t +νi

t ,h . (2.7)

Figure 3 plots the estimated coefficients of αh
1 (in blue) and αh

2 (in maroon) from Eqn. (2.7).2

The results indicate a negative coefficient on the prior beliefs (αh
2 < 0) for all forecast variables

and all forecast horizons. This shows that forecasters’ expectations are too strongly anchored

to prior expectations. Also, forecast errors covary mostly positively with public news (αh
1 > 0),

which suggests underreaction of expectations to public news. This feature is, however, less

consistent across variables and forecast horizons. Overall, however, both sub-components tend

to contribute to the underreaction result to Predictedh
i ,t in equation (2.6). We summarize our

empirical findings as follows:

Fact 3: At the individual level, forecasters’ expectations mostly underreact to public news

2By construction, the regressor Residualh
i ,t is orthogonal to the news component (st − si

t |t−1) and the prior

(πi
t+h|t−1), so that the estimate of βh

2 in equation (2.7) will be identical to the one in equation (2.6).
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Figure 2: RESPONSES OF FORECAST ERRORS TO PREDICTED AND RESIDUAL COMPONENTS OF

FORECAST REVISION

Notes: This figure plots the coefficients of βh
1 (in green) on the predicted component of forecast revisions and βh

2
on the residual component (in orange) from Eqn. (2.6). 95% confidence intervals based on clustered standard
errors are reported.
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(αh
1 > 0), although there are exceptions.

Fact 4: At the individual level, forecasters’ expectations are overly anchored to prior expecta-

tions (αh
2 < 0).

In a final step, we seek to better understand Fact 2 mentioned above. In particular, we seek to

corroborate our interpretation of the estimated residual ϵ̂i
t ,h in equation (2.3) as representing

(noisy) private information. To this end, we decompose private information (at a given point in

time) into a common and an idiosyncratic component

Commont ,h ≡ 1

Nt

∑
i
ϵ̂i

t ,h , (2.8)

Idiosynch
i ,t ≡ ϵ̂i

t ,h −Commonh
t , (2.9)

where It denotes the number of forecasters in quarter t . We can then consider another forecast

error regression of the form:

πt+h −πi
t+h|t =δi

h +αh
1 ×Publich

i ,t +αh
2π

i
t+h|t−1

+θh
1 ×Commonh

t +θh
2 × Idiosynch

i ,t +νi
t ,h . (2.10)

Figure 4 plots the estimated coefficients of θh
1 (in green) and θh

2 (in orange) from Eqn. (2.10). It

shows that the idiosyncratic component of the residual has a negative coefficient (θh
2 < 0) for

all variables and all horizons. This suggests that forecasters overreact to the noise component

in private information. The coefficient on the common component of private information is

generally positive (θh
1 > 0), suggesting mostly underreaction of expectations to the common

component. This is again consistent with the fact that the residuals ϵi
t ,h in equation (2.3) capture

updating due to noisy private information.

In Appendix B.1 we repeat the analysis carried out in the present section using as public

signal only the information contained in the last release of the variable that gets forecasted. This

leads to the same findings as the ones derived above.
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Figure 3: RESPONSES OF FORECAST ERRORS TO PUBLIC NEWS AND PRIOR EXPECTATIONS

Notes: This figure plots the estimated coefficients of αh
1 (in blue) and αh

2 (in maroon) from Eqn. (2.7). 95%
confidence intervals based on clustered standard errors are reported.

14



Figure 4: RESPONSES OF FORECAST ERRORS TO COMMON AND IDIOSYNCRATIC COMPONENTS OF

PRIVATE INFORMATION

Notes: This figure plots the estimated coefficients of θh
1 (in green) and θh

2 (in orange) from Eqn. (2.10). 95%
confidence intervals based on clustered standard errors are reported.
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3 A simple noisy information model

This section presents a simple forecasting model that can replicate the newly documented Facts

1 to 4 from the previous section and the evidence from Coibion and Gorodnichenko (2015) and

Bordalo et al. (2020) summarized in section 2.2.

Specifically, we consider a setup in which forecasters receive public and private information

about an underlying state process that drives the realizations of observable variables. In line with

the empirical analysis in the previous section, public information consists of the most recent

data release from the previous quarter, while private signals provide noisy information about the

underlying state in the current quarter.

The next subsection introduces the setup. Section 3.2 shows that the model misses almost

all facts when assuming rational expectations. In contrast, section 3.3 shows that all facts are

replicated when agents are overconfident in the private signal.

3.1 The setup

Consider a setting with a measure one of forecasters, indexed by i ∈ [0,1]. In period t , forecasters

seek to forecast some variable st+h for h ≥ 1 , which depends on some underlying factor π that

evolves according to

πt = ρπt−1 +ut , (3.1)

where ρ ∈ (0,1) and ut ∼i i d N (0,σ2
u). In period t , agents receive information st about the lagged

outcome of the variable of interest, which is given by

st =λπt−1 +νt , (3.2)

where λ> 0 denotes the factor loading and νt ∼i i d N (0,σ2
ν) variable specific noise. In the special

case with σ2
ν = 0, agents directly observe the lagged value of the factor and the factor is identical

to the variable of interest. Without loss of generality, we set λ= 1 from now on.

In each period t , forecaster i receives an idiosyncratic private signal xi t about the value of
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the current factor

xi t =πt +ϵx
i t , (3.3)

where ϵx
i t ∼i i d N (0,σ2

ϵ) is idiosyncratic observations noise.

In period t , forecaster i formulates subjective forecasts EP [st+h |Ωi
t ] for h > 0, where P

is a subjective probability measure, described further below, and the information is given by

Ωi
t =

{
sτ, xiτ

}t
τ=0. The subjective probability measure P allows forecasters to entertain subjective

point beliefs about the value of the variances (σ2
u ,σ2

ν,σ2
ϵ), denoted by (σ̂2

u , σ̂2
ν, σ̂2

ϵ). In the initial

period t=-1, forecasters hold normal prior beliefs about π−1, with prior uncertainty given by the

steady-state value implied by the subjective Kalman filter. Since we have

EP [st+h |Ωi
t ] = EP [πt+h−1|Ωi

t ], (3.4)

forecasting future realizations for s is the same as forecasting the underlying factor (one period

lagged).

Given the subjective beliefs, forecaster i finds it optimal to use a prediction rule of the form

πi
t |t ≡ EP

[
πt |Ωi

t

]= (1−κx −κy )πi
t |t−1 +κx xi t +κyρst , (3.5)

where πi
t |t−1 ≡ EP

[
πt |Ωi

t−1

]
is agent i ’s prior belief about πt . The Kalman filter weights κx and

κy are implied by the subjective point beliefs for (σ̂2
u , σ̂2

ν, σ̂2
ϵ) and given below. Equivalently, we

have the updating equation

πi
t |t = κx xi t + (1−κx)ρ

[
ωst + (1−ω)πi

t−1|t−1

]
,

where κy = (1−κx)ω and with Kalman filter weights given by

ω= (σ̂2
ν)−1

(σ̂2
τ)−1 + (σ̂2

ν)−1
, (3.6)

κx = (σ̂2
ϵ)−1

(σ̂2
ϵ)−1 + [

ρ2
(
ω2σ̂2

ν+ (1−ω)2σ̂2
τ

)+ σ̂2
u
]−1 . (3.7)
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where σ̂2
τ is the (stationary subjective) uncertainty about the prior mean πi

t−1|t−1. For the case

with rational beliefs ((σ̂2
u , σ̂2

ν, σ̂2
ϵ) = (σ2

u ,σ2
ν,σ2

ϵ)), the previous equations deliver the rational

Kalman filter weights that we denote by ω∗ and κ∗x .

3.2 Model predictions under rational expectations

We first explore the predictions of the model under rational expectations. The following proposi-

tion shows that the model then fails to replicate Facts 1 to 4:

Proposition 1. Under rational expectations:

1. Forecasters’ expectations do not over- or under-react to news-related forecast revision (βh
1 =

0), contrary to Fact 1.

2. Forecasters’ expectations do not over- or under-react to the residual component of forecast

revision (βh
2 = 0), contrary to Fact 2.

3. Forecasters’ expectations do not over- or under-react to public news (αh
1 = 0), contrary to

Fact 3.

4. Forecasters’ expectations are not over- or under-anchored to prior expectations (αh
2 = 0),

contrary to Fact 4.

5. Forecasters’ expectations do not over- or under-react to forecast revisions (βp
h = 0), contrary

to the Fact in Figure 1.

6. Consensus forecasts underreact to consensus forecast revisions (βc
h > 0), consistent with the

Fact in Figure 1.

The proof is in Appendix D.1. Not surprisingly, under rational expectations, forecast errors

cannot be explained by information available to agents at the time of forecasting. For the same

reason, the model fails to replicate the evidence of Bordalo et al. (2020) that βp
h < 0 in regression

(2.2), see figure 1. Instead it implies that βp
h = 0 , see Appendix C.2 for a proof.

There is one dimension along which the rational expectations model performs well. Since

forecasters know that private information is contaminated by noise, they adjust beliefs only

gradually to private information. This leads to predictability of mean forecast errors by ex-ante
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mean forecast revisions and hence a positive regression coefficient βc
h > 0 in the consensus CG

regression (2.1), see Appendix C.3 for a proof.

3.3 Over-confidence in private information

We now consider the case where agents are overly optimistic about the accuracy of their private

information. In particular, individuals perceive the standard deviation of their private signal as

σ̂x
ϵ = τσx

ϵ with τ< 1. In this setting, agents will update their beliefs using the following weights:

ω̂= (σ2
ν)−1

(σ̂2
τ)−1 + (σ2

ν)−1
, (3.8)

κ̂x = (σ̂2
ϵ)−1

(σ̂2
ϵ)−1 + [

ρ2
(
ω̂2σ2

ν+ (1− ω̂)2σ̂2
τ

)+σ2
u
]−1 , (3.9)

where agents’ prior uncertainty is

σ̂2
τ =

κ̂2
xσ̂

2
ϵ + (1− κ̂x)2σ2

u +ρ2(1− κ̂x)2ω̂2σ2
ν

1−ρ2(1− κ̂x)2(1− ω̂)2
. (3.10)

We show that this overconfidence about the private signal simultaneously accounts for Facts

1 to 4. Intuitively, when agents are overly optimistic about their private information τ < 1,

they overreact to private signals (κ̂x > κ∗x ). Since agents perceive a higher signal quality, prior

uncertainty decreases compared to the case with rational expectations:

σ̂2
τ <σ2

τ,RE .

As a result, agents overly anchor beliefs to prior information (ω̂<ω∗) as they perceive the public

signal to be less useful. The following proposition summarizes our results:

Proposition 2. When agents are overconfident about their private information:

1. Forecasters’ expectations underreact to news-related forecast revision (βh
1 > 0), consistent

with Fact 1.

2. Forecasters’ expectations overreact to the residual component of forecast revision (βh
2 < 0),

consistent with Fact 2.
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3. Forecasters’ expectations underreact to public news (αh
1 > 0), consistent with Fact 3.

4. Forecasters’ expectations are overly anchored to prior expectations (αh
2 < 0), consistent with

Fact 4.

5. Forecasters’ expectations overreact to forecast revisions (βp
h < 0), consistent with the Fact in

Figure 1.

6. Consensus forecasts underreact to consensus forecast revisions (βc
h > 0), consistent with the

Fact in Figure 1.

The proof is in Appendix D.2. The proof shows that overconfidence in private information

allows also replicating a negative individual-level CG coefficient. And appendix Appendix C.3

shows that overconfidence in private information implies positive consensus-level CG coefficient,

provided over-confidence is not excessively strong (i.e., 1>τ> N−1, where N is the number of

forecasters).

3.4 Further tests of the overconfidence model

The overconfidence model in the previous section replicates the empirical evidence by assuming

that the residuals in the empirical forecast revision equation (3.5) are due to private information.

This interpretation of residual information gives rise to further testable predictions. This section

derives these predictions and shows that they are supported by the data.

Consider equation (3.5) which specifies how - according to the model - forecasts react to

forecasters’ private information xi t . We can decompose this reaction into a component that

is common across forecasters, κx
1

Nt

∑
i xi t , where Nt denotes the numbers of forecasters, and

an idiosyncratic component.3 When Nt is sufficiently large, then the common component

represents very precise information about the variable that is to be forecasted, see equation (3.3),

while the idiosyncratic component reflects observation noise that is detrimental to forecasting

performance. This implies that the reaction to the common component should increase agents’

forecasting accuracy, while the reaction to the idiosyncratic components should reduce forecast

accuracy. This implication can be tested in the data.

3Note that forecasters cannot perform this decomposition at the time of forecasting because they do not observe
other forecasters’ private information.
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Figure 5: INDIVIDUAL FORECAST ERRORS: COMMON VS. IDIOSYNCRATIC COMPONENTS OF RESID-
UAL INFORMATION

Notes: This figure compares the individual forecast errors implied by equation (3.5) to those implied when
replacing the residuals ϵh

t ,h by the common component across forecasters (orange bars) or the idiosyncratic
component (green bars). All forecast errors are expressed relative to those implied by equation (3.5), which uses
both the common and idiosyncratic components.
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Specifically, consider the common and idiosyncratic components (2.8)-(2.9) of the residual

ϵi
t ,h in equation (2.3). If residual information represents private information then individual

forecast accuracy should increase, if we replace ϵi
t ,h by the common component in equation

(2.3). It should decrease when we replace it with the idiosyncratic component.

Figure 5 computes the resulting mean squared forecast errors (averaged across all forecasters)

for each variable and forecast horizon, relative to the forecast errors implied by equation (2.3),

which uses both the idiosyncratic and common component. The figure shows that using the com-

mon component instead of ϵi
t ,h substantially reduces forecast errors. This holds true for virtually

all variables and forecast horizons. Conversely, using the idiosyncratic components increases

mean squared errors. These findings are in line with the predictions of the overconfidence model

and support the notion that residual information captures private information.

4 Improving over consensus forecasts: a new approach

This section shows that the forecasting biases associated with overconfidence in private infor-

mation imply that one can improve upon the forecasting performance of consensus forecasts,

i.e., the average prediction across forecasters. Equation (2.1) from Coibion and Gorodnichenko

(2015) already suggest this to be the case, as it implies one can improve upon consensus forecast

using the forecasting equation:

Etπt+h = δh +πc
t+h|t +βc

h(πc
t+h|t −πc

t+h|t−1). (4.1)

However, this forecasting correction neither exploits private information nor the structure of

forecaster-specific public news, unlike the result we derive below.

In particular, to obtain consensus forecasts, we simply average equation (2.10) across fore-

casters i in period t and take condition expectations as of time t. This delivers:

Etπt+h = 1

Nt

∑
i
δi

h +πc
t+h|t +

αh
1

Nt

∑
i

Publici ,t ,h

+αh
2π

c
t+h|t−1 +θh

1 ×Commont ,h . (4.2)
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Figure 6: IMPROVING OVER CONSENSUS FORECASTS: MSE RELATIVE TO CG REGRESSION

Notes: This figure plots the mean-squared forecast error of (4.2) relative to the CG regression (4.1).
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where the coefficients (δi
h ,αh

1 ,αh
2 ,θh

1 ) are determined by regression equation (2.10) and Nt

denotes the number of forecasters in period t .

We now compute the mean-squared forecast error (MSE) implied by equation (4.2) and divide

it by the MSE implied by the Coibion-Gorodnichenko regression (4.1), doing so for all 14 variables

in the SPF and for all considered forecast horizons. Figure 6 plots the resulting MSE ratios. Our

decomposition consistently and significantly improves upon Coibion-Gorodnichenko regression

and often significantly so. On average across all variables and forecast horizons, relative MSE is

about 0.65, i.e., 35% lower. For some variables, such as the GDP deflator or the 3-months treasury

bill rate, improvements are even larger than 50%. Interestingly, a very similar improvement

in forecast errors can be obtained when adding the predictors
αh

1
Nt

∑
i Publici ,t ,h ,αh

2π
c
t+h|t−1 to

equation (4.1) and then estimating (δh ,βc
h).4 The improved forecast performance of equation

(4.2) is thus to only to minor extent due to the fact that equations (4.1) and (4.2) impose different

coefficient restrictions on consensus forecasts. Instead, the inclusion of the average public news

and of the common component of private news drive the large reduction in MSE.

5 Conclusion

Observing forecasters’ public information sets allows documenting a number of new facts about

the behavior of forecasts in the Survey of Professional Forecasters. A simple model in which

agents overweight a noisy private information signal when updating beliefs delivers all the new

facts, but also previously established facts on how forecast errors relate to past forecast revisions

at the consensus and individual levels. The results we document have important implications

for the construction of empirically plausible private information models. They also raise the

need to understand better the source of forecasters’ over-reliance on private information.

4See figure B.12 in appendix Appendix B.2.
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Appendix

Appendix A Information set of professional forecasters

Appendix A.1 SPF questionnaire

Appendix Figure A.1: SAMPLE SPF SURVEY FORM
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Historical Economic Data (as of July 26, 2019) 

Survey of Professional Forecasters 
Research Department, Federal Reserve Bank of Philadelphia 

 
Section 1 - U.S. Business Indicators 2018Q3 2018Q4 2019Q1 2019Q2 2018 
1. Nominal Gross Domestic Product 20749.8 20897.8 21098.8 21337.9 20580.3 

2. GDP Chain-Weighted Price Index 110.77 111.21 111.50 112.16 110.38 

3. Corporate Profits After Tax 1873.9 1867.1 1791.4 . 1854.9 

4. Civilian Unemployment Rate 3.8 3.8 3.9 3.6 3.9 

5. Nonfarm Payroll Employment 149409 150058 150675 151135 149064 

6. Industrial Production Index 109.3 110.3 109.8 109.5 108.6 

7. Housing Starts 1.233 1.185 1.213 1.263 1.250 

8. Treasury Bill Rate, 3-month 2.04 2.32 2.39 2.30 1.94 

9. Moody's AAA Corporate Bond Yield * . . . . . 

10. Moody's BAA Corporate Bond Yield * . . . . . 

11. Treasury Bond Rate, 10-year 2.93 3.03 2.65 2.33 2.91 

Section 2 - Real GDP & Components (chain-weighted) 2018Q3 2018Q4 2019Q1 2019Q2 2018 
12. Real Gross Domestic Product 18732.7 18783.5 18927.3 19023.8 18638.2 

13. Real Personal Consumption Expenditures 13019.8 13066.3 13103.3 13241.1 12944.6 

14. Real Nonresidential Fixed Investment 2703.9 2735.8 2765.6 2761.4 2692.3 

15. Real Residential Fixed Investment 600.1 593.0 591.4 589.1 602.9 

16. Real Federal Government C & GI 1238.7 1242.1 1248.8 1272.7 1232.2 

17. Real State & Local Government C & GI 1997.7 1991.4 2007.9 2023.9 1990.1 

18. Real Change in Private Inventories 87.2 93.0 116.0 71.7 48.2 

19. Real Net Exports of Goods & Services -962.4 -983.0 -944.0 -978.7 -920.0 

Section 3 - CPI and PCE Inflation 2018Q3 2018Q4 2019Q1 2019Q2 2018 (Q4/Q4) 
20. CPI Inflation 2.0 1.5 0.9 2.9 2.2 

21. Core CPI Inflation 2.0 2.2 2.3 1.8 2.2 
22. PCE Inflation 1.6 1.3 0.4 2.3 1.9 

23. Core PCE Inflation 1.6 1.7 1.1 1.8 1.9 
 

Selected Monthly Economic Data JAN2019 FEB2019 MAR2019 APR2019 MAY2019 JUN2019 
Civilian Unemployment Rate 4.0 3.8 3.8 3.6 3.6 3.7 

Nonfarm Payroll Employment 150587 150643 150796 151012 151084 151308 

Industrial Production Index 110.1 109.6 109.7 109.2 109.6 109.6 

Housing Starts 1.291 1.149 1.199 1.270 1.265 1.253 

Treasury Bill Rate, 3-month 2.37 2.39 2.40 2.38 2.35 2.17 

Moody's AAA Corporate Bond Yield * . . . . . . 

Moody's BAA Corporate Bond Yield * . . . . . . 

Treasury Bond Rate, 10-year 2.71 2.68 2.57 2.53 2.40 2.07 

 
* Moody’s Aaa and Baa rates are proprietary. The Philadelphia Fed cannot provide the historical values, except upon a special request to Tom 
Stark. You must send an email to Tom.Stark@phil.frb.org to request the data and agree to limit usage of the data to the Survey of Professional 
Forecasters. 

 

Appendix Figure A.2: SAMPLE SPF HISTORICAL DATA SHEET
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Appendix A.2 Other important surveys of professional forecasters

Apart from the SPF data set, several survey forecast data sets are widely used in macroeconomics.

The Livingston survey was started by American journalist Joseph Livingston and has been con-

ducted since 1946 and is now managed by the Philadelphia Fed. It is the oldest continuous

survey of economists’ expectations for the US. As is explained in the Livingston survey docu-

mentation (p. 11), the survey forms contain the last historical values known at the time the

survey questionnaires were mailed to panelists. Carlson (1977), a reference recommended by

the survey documentation, also explained the survey design: “Along with the questionnaire he

[Joseph Livingston] provides the most current data when available on the economic variables

to be forecast” (see p. 28). Figures A.3 - A.5 provide a sample survey form and historical data

sheet sent to panelists, both obtained from the survey team. The survey form and datasheet

provide panelists with data on the most recent four quarters for quarterly variables, six months

for monthly variables, and three years for annual variables.

Consensus Economics Inc. has been conducting surveys of professional forecasters since

1989. The surveys cover a large sample of countries including G7 countries and Western European

economies. Figures A.6 and A.7 provide a sample survey form for Consensus Economics surveys.

Another survey data set, the European Central Bank Survey of Professional Forecasters, is the

longest-running survey of euro area macro expectations. Figure A.8, taken from the ECB SPF

documentation, explains the information provided to survey participants for the ECB SPF survey.

Like the SPF and Livingston surveys, both surveys provide the most recent data release to

panelists in every survey round.5

5Steven Hubbard, Vice President of Consensus Economics Inc., confirmed that Consensus Economics surveys
have been providing the most recent data release to panelists since 1989 (the start of the survey) and provided us
with the sample survey form.
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Appendix Figure A.3: SAMPLE LIVINGSTON SURVEY FORM AND HISTORICAL DATA SHEET (PAGE 1)

Appendix Figure A.4: SAMPLE LIVINGSTON SURVEY FORM AND HISTORICAL DATA SHEET (PAGE 2)
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Appendix Figure A.5: SAMPLE LIVINGSTON SURVEY FORM AND HISTORICAL DATA SHEET (PAGE 3)
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Appendix Figure A.6: SAMPLE CONSENSUS ECONOMICS SURVEY FORM (PAGE 1)
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Appendix Figure A.7: SAMPLE CONSENSUS ECONOMICS SURVEY FORM (PAGE 2)
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Appendix Figure A.8: ECB SPF SURVEY INFORMATION
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Appendix B Additional results on empirical analyses

Appendix B.1 One-dimensional public information

In this appendix, we consider a special case where xt in Eqn. (2.3) is one-dimensional. Specif-

ically, xt is the most recent release on the dependent variable y , the realized value of y in the

previous period. We repeat the analysis in Section 2.4 and report the results in Figure B.9 - B.11.
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Appendix Figure B.9: RESPONSES OF FORECAST ERRORS TO FORECAST REVISION DECOMPOSITION:
1-DIMENSIONAL SIGNAL

Notes: This figure plots the coefficients of βh
1 (in green) and βh

2 (in orange) from Eqn. (2.6). The regressors of
interest are FR predicted using the latest release of the dependent variable (in green) and FR residuals (in orange).
95% confidence intervals based on clustered standard errors are reported.
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Appendix Figure B.10: RESPONSES OF FORECAST ERRORS TO PRIOR AND REAL-TIME DATA RELEASE:
1-DIMENSIONAL SIGNAL

Notes: This figure plots the estimated coefficients of αh
1 (in blue) and αh

2 (in maroon) from Eqn. (2.7). 95%
confidence intervals based on clustered standard errors are reported.
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Appendix Figure B.11: RESPONSES OF FORECAST ERRORS TO PRIVATE INFORMATION DECOMPOSI-
TION: 1-DIMENSIONAL SIGNAL

Notes: This figure plots the estimated coefficients of θh
1 (in green) and θh

2 (in orange) from Eqn. (2.10). 95%
confidence intervals based on clustered standard errors are reported.
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Appendix B.2 Decomposing forecast errors

Appendix Figure B.12: IMPROVING OVER CONSENSUS FORECASTS: FURTHER ANALYSIS

Notes: This figure analyzes the source of forecast error improvement in figure 6. The blue bars represent the
forecast errors of equation (4.2), which are also depicted in figure 6; the orange bars represent the forecast errors
of a modified consensus-CG regression in which we add the common component of residual information and
the average public information to equation (4.2). All forecast errors are expressed relative to those implied by
equation (4.1).
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Appendix C Derivation of regression coefficients

Appendix C.1 Forecast error and forecast revision

We first derive the expression of forecast error and forecast revision under the general prediction

rule given by Eqn. (3.5). The forecast error at time t is:

FEi
t ≡πt −πi

t |t = ρπt−1 +ut −
[

(1−κx −κy )πi
t |t−1 +κx xi t +κyρst

]
= (1−κx −κy )ρ(πt−1 −πi

t−1|t−1)+ (1−κx)ut −κxϵi t −κyρνt . (C.1)

=⇒ Var(F E i ) =
(1−κx)2σ2

u +κ2
xσ

2
ϵ +κ2

yρ
2σ2

ν

1−ρ2(1−κx −κy )2
. (C.2)

The forecast revision at time t is:

FRi
t ≡πi

t |t −πi
t |t−1 = κx(xi t −πi

t |t−1)+κy (ρst −πi
t |t−1)

= κx(πt +ϵx
i t −πi

t |t−1)+κyρ(πt−1 −πi
t−1|t−1 +νt )

= (κx +κy )ρ(πt−1 −πi
t−1|t−1)+κx(ut +ϵx

i t )+κyρνt , (C.3)

FRi
t+h ≡πi

t+h|t −πi
t+h|t−1 = ρh(πi

t |t −πi
t |t−1)

= ρh
(
(κx +κy )ρ(πt−1 −πi

t−1|t−1)+κx(ϵx
i t +ut )+κyρνt

)
. (C.4)

=⇒ Var(F R i ) = (κx +κy )2ρ2Var(F E i )+κ2
x(σ2

u +σ2
ϵ)+κ2

yρ
2σ2

ν. (C.5)

Next, we derive the expression of E
[

(πt −πi
t |t )πt

]
:

E
[

(πt −πi
t |t )πt

]
= E

[
(πt −πi

t |t )πt

]
−E

[
(πt −πi

t |t )2
]

,

From Eqn. (C.1), we get

E
[

(πt −πi
t |t )πt

]
= E

[(
(1−κx)(1−ω)ρ(πt−1 −πi

t−1|t−1)+ (1−κx)ut −κxϵi t − (1−κx)ωρνt

)
(ρπt−1 +ut )

]
= (1−κx)σ2

u +ρ2(1−κx)(1−ω)E
[

(πt−1 −πi
t−1|t−1)πi

t−1

]
.

Therefore,

E
[

(πt −πi
t |t )πt

]
= (1−κx)σ2

u

1−ρ2(1−κx)(1−ω)
(C.6)

E
[

(πt −πi
t |t )πi

t |t
]
= (1−κx)σ2

u

1−ρ2(1−κx)(1−ω)
−Var(F E i ) (C.7)
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Appendix C.2 Compute individual CG coefficients

The individual-level CG coefficient is

βp =
Cov

(
πt+h −πi

t+h|t ,πi
t+h|t −πi

t+h|t−1

)
Var

(
πi

t+h|t −πi
t+h|t−1

) (C.8)

=
Cov

(
ρh(πt −πi

t |t ),ρh(πi
t |t −πi

t |t−1)
)

Var
(
ρh(πi

t |t −πi
t |t−1)

) (C.9)

= Cov(FEi
t ,FRi

t )

Var(FRi
t )

(C.10)

In particular,

Cov
(
FEi

t ,FRi
t

)
= (1−κx −κy )(κx +κy )ρ2Var(FEi )+ (1−κx)κxσ

2
u −κ2

xσ
2
ϵ −ρ2κ2

yσ
2
ν

= [
1− (1−κx −κy )ρ2]E[

(πt −πi
t |t )πi

t |t
]

(C.11)

When forecasts are optimal, E
[

(πt −πi
t |t )πi

t |t
]
= 0 since forecast errors are (πt −πi

t |t ) are not

predictable, and are therefore, orthogonal to the forecasts (πi
t |t ). As a result, Cov

(
FEi

t ,FRi
t

)= 0,

forecasters do not over- or under-react to forecast revisions.

Appendix C.3 Compute consensus level CG coefficients

The consensus-level belief is

πc
t |t = κx xt + (1−κx)ωρst + (1−κx)(1−ω)ρπc

t−1|t−1

= κx

[
xt −ωρst − (1−ω)ρπc

t−1|t−1

]
+

[
ωρst + (1−ω)ρπc

t−1|t−1

]
(C.12)

πt −πc
t |t = (1−κx)

[
xt −ωρst − (1−ω)ρπc

t−1|t−1

]
(C.13)

where xt =
∑

i xi t
Nt

with Var(xt ) = σ2
ϵ

Nt
, and Nt is the number of forecasters in period t .

The consensus CG coefficient is

βc ∝ Cov
(
F E t ,F R t

)
(C.14)

= [
1− (1−κx −κy )ρ2]E[

(πt −πc
t |t )πc

t |t
]

∝ (κc
x −κx)κxVar

(
πt −ωρst − (1−ω)ρπc

t−1|t−1

)
> 0 (C.15)
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where κc
x represents the optimal weight on xt such that

E
[
πt | xt ;ωst + (1−ω)πc

t−1|t−1

]
≡ κc

x xt + (1−κc
x)ρ

(
ωst + (1−ω)πc

t−1|t−1

)
denote the optimal forecast of πt based on the two signals xt and ωst + (1−ω)ρπt−1|t−1.

To see why the inequality in Eqn. (C.15) holds, first notice that κc
x ≥ κ̂x when τσ2

ϵ ≥ σ2
ϵ

Nt
. Given

that optimal forecast errors are unforecastable, and therefore orthogonal to each element of the

information set, we have

E
[(
πt −E[πt |xt ,ωst + (1−ω)πc

t−1|t−1]
)
πc

t |t
]
= 0 (C.16)

E
[(

xt −ρωst −ρ(1−ω)πc
t−1|t−1

)(
ρωst +ρ(1−ω)πc

t−1|t−1

)]
= 0 (C.17)

We get the following:

E
[

(πt −πc
t |t )πc

t |t
]
= E

[(
πt −E[πt |xt ,ωst + (1−ω)πc

t−1|t−1]

+E[πt |xt ,ωst + (1−ω)πc
t−1|t−1]−πc

t |t
)
πc

t |t
]

= E
[(
E[πt |xt ,ωst + (1−ω)πc

t−1|t−1]−πc
t |t

)
πc

t |t
]

= (κc
x −κx)E

[(
xt −ρωst −ρ(1−ω)πc

t−1|t−1

)
πc

t |t
]

= (κc
x −κx)E

[(
xt −ρωst −ρ(1−ω)πc

t−1|t−1

)
(
κx(xt −ρωst −ρ(1−ω)πc

t−1|t−1)+ (ρωst +ρ(1−ω)πc
t−1|t−1)

)]
= (κc

x −κx)κxVar
(
xt −ρωst −ρ(1−ω)πc

t−1|t−1

)
> 0 (C.18)

Therefore, βc is always positive when τ> N−1
t , which holds under RE as τRE = 1. In the limiting

case where xt →πt as Nt →∞, κc
x → 1 and the consensus-level CG coefficient is always positive

when κx < 1.

Appendix C.4 Compute coefficients of regressing forecast revisions on news

Consider the regression model (2.3):

πi
t+h|t −πi

t+h|t−1 = γh(st −πi
t−1|t−1)+ηhπ

i
t+h|t−1 +ϵi

t ,h (C.19)

We derive the OLS coefficient estimates as follows:

(
γh

ηh

)
=

 E(st −πi
t−1|t−1)2 E

[
(st −πi

t−1|t−1)πi
t+h|t−1

]
E
[

(st −πi
t−1|t−1)πi

t+h|t−1

]
E(πi

t+h|t−1)2

−1
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E

((
st −πi

t−1|t−1

πi
t+h|t−1

)
(πi

t+h|t −πi
t+h|t−1)

)

=
(
E(st −πi

t−1|t−1)2E(πi
t+h|t−1)2 −

(
E
[

(st −πi
t−1|t−1)πi

t+h|t−1

])2
)−1

 E(πi
t+h|t−1)2 −E

[
(st −πi

t−1|t−1)πi
t+h|t−1

]
−E

[
(st −πi

t−1|t−1)πi
t+h|t−1

]
E(st −πi

t−1|t−1)2


E

((
st −πi

t−1|t−1

πi
t+h|t−1

)
(πi

t+h|t −πi
t+h|t−1)

)
.

Denote the denominator as Dh ,

Dh ≡ E(st −πi
t−1|t−1)2E(πi

t+h|t−1)2 −
(
E
[

(st −πi
t−1|t−1)πi

t+h|t−1

])2

= ρ2(h+1)
(
E(st −πi

t−1|t−1)2E(πi
t−1|t−1)2 −

(
E
[

(st −πi
t−1|t−1)πi

t−1|t−1

])2
)

= ρ2(h+1)
(
E(πt−1 −πi

t−1|t−1)2E(πi
t−1|t−1)2 −

(
E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

])2
)
+ρ2(h+1)E(πi

t−1|t−1)2σ2
ν

(C.20)

Note Dh is always positive due to Cauchy–Schwarz inequality. Next, define the first and second

elements of the numerator as N
γ

h and N
η

h ,

N
γ

h ≡ E(πi
t+h|t−1)2E

[
(st −πi

t−1|t−1)(πi
t+h|t −πi

t+h|t−1)
]

−E
[

(st −πi
t−1|t−1)πi

t+h|t−1

]
E
[
πi

t+h|t−1(πi
t+h|t −πi

t+h|t−1)
]

= ρ3h+2E(πi
t−1|t−1)2E

[
(st −πi

t−1|t−1)(πi
t |t −πi

t |t−1)
]

−ρ3h+2E
[

(st −πi
t−1|t−1)πi

t−1|t−1

]
E
[
πi

t−1|t−1(πi
t |t −πi

t |t−1)
]

= ρ3(h+1)(κx +κy )

(
E(πi

t−1|t−1)2E
[

(πt−1 −πi
t−1|t−1)2

]
−

(
E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

])2
)

+ρ3(h+1)E(πi
t−1|t−1)2κyσ

2
ν

N
η

h ≡ −E
[

(st −πi
t−1|t−1)πi

t+h|t−1

]
E
[

(st −πi
t−1|t−1)(πi

t+h|t −πi
t+h|t−1)

]
+E

[
πi

t+h|t−1(πi
t+h|t −πi

t+h|t−1)
]
E(st −πi

t−1|t−1)2

= −ρ2h+1E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
E
[

(πt−1 −πi
t−1|t−1)(πi

t |t −πi
t |t−1)

]
−ρ2h+1E

[
(πt−1 −πi

t−1|t−1)πi
t−1|t−1

]
κyρσ

2
ν

+ρ2h+1E
[
πi

t−1|t−1(πi
t |t −πi

t |t−1)
]
E(πt−1 −πi

t−1|t−1)2

+ρ2h+1E
[
πi

t−1|t−1(πi
t |t −πi

t |t−1)
]
σ2
ν
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= −ρ2h+1E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
κyρσ

2
ν

+ρ2h+1E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
(κx +κy )ρσ2

ν

= ρ2(h+1)E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
κxσ

2
ν

Thus, γh = N
γ

h
Dh

and ηh = N
η

h
Dh

. In particular, 0 < γh ≤ ρh+1(κx +κy ) where the equality holds when

σν = 0.

Appendix C.5 Compute coefficients of regressing forecast errors on predicted

component and residual

Now we consider the regression model (2.6):

πt+h −πi
t+h|t =βh

1 ×Predictedh
i ,t +βh

2 ×Residualh
i ,t +νi

t ,h . (C.21)

Given that Predictedh
i ,t and Residualh

i ,t are orthogonal by construction, the OLS coefficient esti-

mates are as following

β1 =
Cov

(
πt+h −πi

t+h|t ,γh(st −πi
t−1|t−1)+ηhπ

i
t+h|t−1

)
Var

(
γh(st −πi

t−1|t−1)+ηhπ
i
t+h|t−1

) ,

β2 =
Cov

(
πt+h −πi

t+h|t ,πi
t+h|t −πi

t+h|t−1 −γh(st −πi
t−1|t−1)−ηhπ

i
t+h|t−1

)
Var

(
πi

t+h|t −πi
t+h|t−1 −γh(st −πi

t−1|t−1)−ηhπ
i
t+h|t−1

) ,

where the numerator of β1 is

N
β

1,h ≡ Cov
(
ρh(πt −πi

t |t ),γh(πt−1 +νt −πi
t−1|t−1)+ηhπ

i
t+h|t−1

)
= ρhρ(1−κx −κy )γhE

[
(πt−1 −πi

t−1|t−1)2
]
−ρhγhκyρσ

2
ν+ρhηhE

[
(πt −πi

t |t )πi
t+h|t−1

]
= ρh+1(1−κx −κy )γhE

[
(πt−1 −πi

t−1|t−1)2
]
−ρh+1γhκyσ

2
ν (C.22)

+ρ2(h+1)ηh(1−κx −κy )E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
. (C.23)

Consider the first two terms in N
β

1,h as in line (C.22):

ρh+1(1−κx −κy )γhE
[

(πt−1 −πi
t−1|t−1)2

]
−ρh+1γhκyσ

2
ν

= ρh+1γh

[
(1−κx −κy )Var(F E i )−κyσ

2
ν

]
= ρh+1γh

[
(1−κx)(1−ω)Var(F E i )− (1−κx)ωσ2

ν

]
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= ρh+1γh(1−κx)(1−ω)
[
Var(F E i )− ω

1−ωσ
2
ν

]
= ρh+1γh(1−κx)(1−ω)

[
Var(F E i )− σ2

τ

σ2
ν

σ2
ν

]
= ρh+1γh(1−κx)(1−ω)

[
Var(F E i )−σ2

τ

]
. (C.24)

The third term in N
β

1,h as in line (C.23) is always non-negative since

ηh(1−κx −κy )E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
∝ κx(1−κx −κy )

(
E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

])2 ≥ 0. (C.25)

The numerator of β2 is

N
β

2,h ≡ Cov
(
πt+h −πi

t+h|t ,πi
t+h|t −πi

t+h|t−1 −γh(st −πi
t−1|t−1)−ηhπ

i
t+h|t−1

)
= ρ2hCov(F E i

t ,F R i
t )−ρh+1γh(1−κx −κy )Var(F E i

t−1)+ρh+1γhκyσ
2
ν

−ρ2(h+1)ηh(1−κx −κy )E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
. (C.26)

Note that the numerator of βh
1 and the numerator of βh

2 sum up to ρ2hCov(F E i
t ,F R i

t ).

Appendix C.6 Compute regression coefficients on lagged belief and news

We compute coefficients of regressing forecast errors on lagged beliefs and news. Consider the

regression model (2.7):

πt+h −πi
t+h|t =αh

1 (st −πi
t−1|t−1)+αh

2π
i
t+h|t−1 +βh

2 ×Residuali
t ,h +νi

t ,h . (C.27)

Note that by construction, Residuali
t ,h is orthogonal to the new data-release information (st −

πi
t−1|t−1) and the prior (πi

t+h|t−1). The derivation is as follows.

(
αh

1

αh
2

)
=

 E(st −πi
t−1|t−1)2 E

[
(st −πi

t−1|t−1)πi
t+h|t−1

]
E
[

(st −πi
t−1|t−1)πi

t+h|t−1

]
E(πi

t+h|t−1)2

−1

E

((
st −πi

t−1|t−1

πi
t+h|t−1

)
(πt+h −πi

t+h|t )

)

=
(
E(st −πi

t−1|t−1)2E(πi
t+h|t−1)2 −

(
E
[

(st −πi
t−1|t−1)πi

t+h|t−1

])2
)−1
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 E(πi
t+h|t−1)2 −E

[
(st −πi

t−1|t−1)πi
t+h|t−1

]
−E

[
(st −πi
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]
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
E

[(
st −πi

t−1|t−1

πi
t+h|t−1

)
(πt+h −πi

t+h|t )

]

Note that the denominator is equivalent to Eqn. (C.20) and we omit the derivation here. Next,

define the first and second elements of the numerator as N α
1,h and N α

2,h ,

N α
1,h ≡ E(πi

t+h|t−1)2E
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(st −πi
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]
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[

(1−κx −κy )E
[
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]
−κyσ

2
ν

]
−ρ3(h+1)(1−κx −κy )

(
E
[

(πt−1 −πi
t−1|t−1)πi
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])2

= ρ3(h+1)(1−κx −κy )

[
E(πi

t−1|t−1)2
(
Var(F E i )−σ2

τ

)
−

(
E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

])2
]

,

(C.28)

where the last equality follows the derivation in Eqn. (C.24).

N α
2,h ≡ −E

[
(st −πi

t−1|t−1)πi
t+h|t−1

]
E
[

(st −πi
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t+h|t )
]

+E
[
πi

t+h|t−1(πt+h −πi
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]
E(st −πi

t−1|t−1)2

= −E
[

(st −πi
t−1|t−1)πi

t+h|t−1

]
E
[

(st −πi
t−1|t−1)(ρh+1(1−κx −κy )(πt−1 −πi

t−1|t−1)−ρh+1κyνt−1)
]

+E
[
πi

t+h|t−1(ρh+1(1−κx −κy )(πt−1 −πi
t−1|t−1))

]
E(st −πi

t−1|t−1)2

= −ρ2h+2(1−κx −κy )E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
E
[

(πt−1 −πi
t−1|t−1)2

]
+ρ2h+2E

[
(πt−1 −πi

t−1|t−1)πi
t−1|t−1

]
κyσ

2
ν

+ρ2h+2(1−κx −κy )E
[
πi

t−1|t−1(πt−1 −πi
t−1|t−1)

]
E(πt−1 −πi

t−1|t−1)2

+ρ2h+2(1−κx −κy )E
[
πi

t−1|t−1(πt−1 −πi
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]
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ν

= ρ2h+2E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
(1−κx)σ2

ν. (C.29)

Thus, αh
1 = N α

1,h
Dh

and αh
2 = N α

2,h
Dh

.
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Appendix D Proof of propositions

Appendix D.1 Proof of Proposition 1

Proof. Under RE, Var(F E i ) =σ2
τ. Moreover, E

[
(πt−1 −πi

t−1|t−1)πi
t−1|t−1

]
= 0 since forecast errors

(πt−1 −πi
t−1|t−1) are not predictable by variables in forecaster i’s information set at period t −1,

and are therefore, orthogonal to the forecasts (πi
t−1|t−1). We have the following:

1. The sign of βh
1 follows the sign of N

β

1,h (Eqn. C.22 and C.23). According to Eqn. (C.24) and

Eqn. (C.25), βh
1 = 0 under RE.

2. The sign of βh
2 follows the sign of N

β

2,h (Eqn. C.26). Since N
β

1,h +N
β

2,h ∝Cov(F E i
t ,F R i

t ) = 0

under RE, given that βh
1 = 0, βh

2 = 0 under RE.

3. The sign of αh
1 follows the sign of N α

1,h (Eqn. C.28), which always equals 0 under RE.

4. The sign of αh
2 follows the sign of N α

2,h (Eqn. C.29). According to Eqn. (C.29), αh
2 = 0 under

RE.

Appendix D.2 Proof of Proposition 2

Proof. First, Eqn. (3.6) yields

σ2
ν =

1−ω
ω

σ2
τ (D.1)

Eliminating σ2
ν from Eqn. (3.7) and using σ̂2

τ = τσ2
τ, we get

σ2
ϵ =

(1−κx)
(
ρ2(1−ω)σ2

τ+σ2
u

)
κxτ

. (D.2)

Second, substituting Eqn. (D.1) and (D.2) into (3.10) and solve for στ, we obtain

σ2
τ =

(1−κx)

1−ρ2 (1−κx) (1−ω)
σ2

u . (D.3)

Under overconfidence of private information, Var(F E i ) > σ̂2
τ. Therefore, from Eqn. (C.7) and

(D.3), we get

E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

]
= σ̂2

τ−Var(F E i ) < 0. (D.4)

47



Eqn. (C.6) yields E(π2
t )−E(πtπ

i
t |t ) = σ̂2

τ, which in turn leads to

E(πtπ
i
t |t ) = σ2

u

1−ρ2
− σ̂2

τ (D.5)

Eqn. (C.7) gives

E(πtπ
i
t |t )−E

(
(πi

t |t )2
)
= σ̂2

τ−Var(F E i ) (D.6)

Combining Eqn. (D.5) and (D.6), we get

E
(
(πi

t |t )2
)
=Var(F E i )−2σ2

τ+
σ2

u

1−ρ2
(D.7)

Before continuing the proof of this proposition, we note that the individual-level CG coeffi-

cient is negative under overconfidence (βp
h < 0) due to the inequality (D.4) and Eqn. (C.11). We

now have the following:

1. The sign of βh
1 follows the sign of N

β

1,h (Eqn. C.23). The sum of the first two components of

N
β

1,h (Eqn. C.22) is (C.24), which is positive because Var(F E i ) > σ̂2
τ. The third component

of N
β

1,h in Eqn. (C.23) is given by Eqn. (C.25), which is positive too. Thus, βh
1 > 0.

2. The sign of βh
2 follows the sign of N

β

2,h (Eqn. C.26). Since N
β

1,h +N
β

2,h ∝Cov(F E i
t ,F R i

t ) < 0

under overconfidence, given that βh
1 > 0, it follows that βh

2 < 0.

3. The sign of αh
1 follows the sign of N α

1,h (Eqn. C.28).

N α
1,h ∝ (1−κx −κy )

[
E(πi

t−1|t−1)2
(
Var(F E i )−σ2

τ

)
−

(
E
[

(πt−1 −πi
t−1|t−1)πi

t−1|t−1

])2
]

= (1−κx −κy )

[(
Var(F E i )−2σ2

τ+
σ2

u

1−ρ2

)(
Var(F E i )−σ2

τ

)
−

(
Var(F E i )−σ2

τ

)2
]

= (1−κx −κy )
(
Var(F E i )−σ2

τ

)(
σ2

u

1−ρ2
−σ2

τ

)
The second equation above uses Eqn. (D.7) and (D.6). Note that 1−κx −κy ≥ 0 with

equality when τ= 0; Var(F E i )− σ̂2
τ > 0 under overconfidence; since Var(πt ) = σ2

u
1−ρ2 is the

unconditional variance of πt , σ2
τ < σ2

u
1−ρ2 always holds when σν and σϵ are finite. Therefore,

αh
1 > 0 when τ ∈ (0,1).

4. The sign of αh
2 follows the sign of N α

2,h (Eqn. C.29). Because of the inequality (D.4), Eqn.

(C.29) implies αh
2 < 0 under overconfidence.
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