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the single orientation character of our sample allows also
for a quantitative determination of the valley polarization
that ultimately can be generated upon optical excitation.
In the further investigations, we performed pump polari-

zation scans with the angle of the QWP in the pump beam
varied over a range of 180° in steps of 10°. The results are
summarized in Fig. 3, which shows normalized integral
photoemission intensities for Δt ¼ 50 fs of the CBM (red)
and the upper VBM (blue) as a function of the QWP angle.
As expected for a dichroic response, we observe distinct
maxima and minima as the circular polarization state is
changed. The inversion of the traces at ‾K and ‾K0 is in
agreement with the valley selectivity of the excitation
process shown above. Notably, the traces exhibit a clear
asymmetry with respect to the QWP angle, shifting the
extrema expected at 135° by approximately −20°. The
polarization scan allows us to quantify the circular dichro-
ism D ¼ ðImax − IminÞ=ðImax þ IminÞ in the photoemission
signal with Imax and Imin being the maxima and minima in
the photoemission signal, respectively. The analysis yields
circular dichroism values of D ¼ 0.7 for the UVB and

D ¼ 0.5 for the CB. Surprisingly, the circular dichroisms in
the photoemission signal from UVB and CB clearly differ.
Further quantitative analysis of the data relies on a

detailed characterization of the changes in the circular
polarization state of the pump pulse as the QWP angle is
changed. Measurements were performed with the Stokes
polarimeter and are presented and discussed in detail in
the Supplemental Material [29]. The upper panels of Fig. 3
show the evaluated normalized Stokes parameter Ŝ3 of the
pump pulses at the sample position as a function of the
QWP angle. We observe a distinct asymmetry in the data,
which can be traced back to the reflection from the final
deflection mirror mounted inside the UHV chamber [29].
Additionally, the quantitative analysis of the data yields a
maximum absolute value for the normalized Stokes param-
eter Ŝ3 of 0.9; i.e., it is not possible in this configuration to
observe a circular dichroism of 100%. A comparison with
the ARPES data in Fig. 3 implies that part of the observed
peculiarities in the photoemission polarization scans directly
reflect the circular polarization state of the pump pulse.
The Stokes polarimeter results enable us to evaluate

the fraction of carriers p excited according to the optical
selection rules and from this the degree of valley polari-
zation P ¼ ð2p − 1Þ. For a given fraction f of preferen-
tially oriented domains, the changes in the integrated

FIG. 2. Detection of valley-selective excitation of the WS2
layer using circularly polarized light. (a) Schematic illustration of
the optical selection rules of single-layer WS2 for valley-selective
excitation at ‾K and ‾K0. (b) Difference photoemission intensity
maps at ‾K and ‾K0 obtained from trARPES spectra recorded upon
excitation with σ− and σþ polarized pump pulses at Δt ¼ 50 fs.
The top (bottom) panels show conduction (valence) band data.
The offset of the signals with respect to ky ¼ 0 arises from the
pronounced momentum dependence of the photoemission cross
section of VB and CB excitation [see Fig. 1(a)]. (c) Comparison
of normalized difference EDCs at ‾K and ‾K0 derived from the data
shown in (b). The signal was integrated over a momentum
window of 0.35 Å−1 and normalized to the VBM peak value.

FIG. 3. Photoemission (PE) signal of CB and UVB at ‾K and ‾K0

as a function of the angle of the quarter-wave plate in the pump
beam (Δt ¼ 50 fs). For the evaluation of the UVB data, an
equilibrium state spectrum (Δt ≪ 0) was subtracted from the
excited state spectrum. CB (UVB) traces are normalized to
maximum (minimum) PE signal. The error bars of the exper-
imental data account for the uncertainties in determining the
signal background not originating from the valley population.
The solid lines are the results of the fits of Eq. (1) to the
experimental data. The errors in the fits (shaded areas) account for
error propagation of the fitting results and the uncertainties in
determining Ŝ3. The top panel displays the normalized Stokes
parameter Ŝ3 determined from the Stokes polarimeter measure-
ments of the pump pulse [29] (red line) in comparison to an
ideally polarized pump pulse (dashed gray line).

PHYSICAL REVIEW LETTERS 123, 236802 (2019)

236802-3

Circular Dichroism (WS2)

Beyer et al., PRL 123, 236802 (2019)

Nonequilibrium dynamics in two dimensions
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What is the role of phonons and electron-phonon 
interactions in the nonequilibrium dynamics? 

Anisotropic lattice dynamic 3
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FIG. 2. Ultrafast electron scattering of TiSe2. a) Equilibrium electron scattering pattern with various Bragg peaks (G-points) and high-
symmetry points (M and K) of the Brillouin zone identified. Inset: Intensity line-cuts through M-points along the a⇤ (grey) and b⇤�a⇤ (green)
directions in reciprocal space. The green line-cut intersects a thermal diffuse peak due to a populated transverse acoustic phonon mode. The
peak is not present in the grey line-cut in the other direction because of the magnitude of the one-phonon structure factor in Eq. (4). b)
Normalized intensity change at a pump-probe time-delay of 400 fs. Regions of decreasing intensity are found not only at the G-points by also
at particular M-points where strong TDS intensity from the transverse acoustic mode appears. These regions are indicated in multiple Brillouin
zones by the black circles. These results are in strong agreement with scattering intensity simulations using density function theory results G.
Inset: Intensity change of green line-cut shown in a) for various time-delays. The noise level of the measurement is indicated by the error bar
of 0.2%.

els these qualitatively distinct effects and reveals momentum-
dependent electron-phonon coupling in substantial detail.

III. EXPERIMENTAL RESULTS: UEDS FROM
PHOTODOPED TiSe2

The intensity of first order, thermal-equilibrium diffuse
scattering (TDS) at temperature T is given by

I1(q) µ Â
j

n j(q)+ 1
2

w j(q)
��F1 j(q, ê j)

��2 , (3)

where n j(q) = coth(h̄w j(q)/2kBT ) and w j(q) are the oc-
cupancy and frequency of phonon mode j respectively.
F1 j(q, ê j) is the one-phonon structure factor which weights
the contribution of phonon j according to the projection of its
polarization vector ê j onto q (see Appendix D). For the case
of low-frequency phonons (h̄w ⌧ kBT ), Eqn. (3) simplifies to

I1(q) µ Â
j

T
w2

j (q)
|F1 j(q, ê j)|2. (4)

For the interpretation of the results that follow it is impor-
tant to note that in-plane phonon frequencies in TiSe2 are all
below ⇠ 9 THz, and that the frequency of phonons along
the soft M-L transverse branch are in the 1 - 2 THz (4 - 8
meV) range. Thus, all in-plane modes are thermally popu-
lated at 300 K and contribute to the TDS observed before

photoexcitation (Eqn. (3)). The soft-phonons, in particular,
are significantly populated. This distinguishes the current ex-
periments from our earlier work on graphite [8, 10], where
the in-plane phonon frequencies are so large, effectively only
zero point motion is present in all but the zone-center acous-
tic modes prior to photoexcitation at 300 K. Here, significant
thermal fluctuations of the lattice along all phonon coordinates
are present before photoexcitation. TDS intensity provides a
measure of the amplitude of these fluctuations at all phonon
momenta. By extension, one expects that UEDS measure-
ments should (in principle) be sensitive to any modulation in
the amplitude of these thermal fluctuations that results directly
from the photodoping of carriers in addition to the subsequent
heating of the lattice through electron-phonon re-equilibration
as has been previously shown [6–10].

An equilibrium electron scattering pattern of semi-metallic
TiSe2 in the normal phase taken along the [001] zone axis is
shown in FIG. 2 a). Hexagons indicate the BZs with Bragg
peaks located at the zone centers (G-points). Also indicated
are two different M-points, one between zones 120 and 210
(green) and another between 110 and 210 (orange), along
with a K-point (red). Intensity line-cuts shown in the inset
of FIG. 2 a) reveal a TDS peak at q = ( 3

2 ,
3
2 ,0), the M-point

between 120 and 210, produced primarily by a thermally oc-
cupied low-frequency transverse phonon. This phonon peak
is not observed at q = ( 3

2 ,1,0), the M-point between 110 and
210, because F1 j(q, êk j) is much smaller (Appendix G). This
definitively demonstrates that this is a phonon TDS peak not a
weak CDW reflection. We denote Mk as the M-points which

Seiler et al., 
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Otto et al., 
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Ultrafast dynamics from first principles
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Equilibrium and nonequilibrium regimes in a quantum system

f σ
nk

Distribution function (occupation number): 

Number of electrons in 
band n with momentum k

nqν
Number of phonons in 
branch ν with momentum q

Non-thermal vibrational states in the out-of-equilibrium lattice dynamics of
monolayer MoS2

Fabio Caruso
Institut für Theoretische Physik und Astrophysik,

Christian-Albrechts-Universität zu Kiel, Kiel, Germany
(Dated: September 24, 2020)

We investigate the coupled non-equilibrium dynamics of electrons and phonons in monolayer

MoS2, based on first-principles calculations of the electron-phonon and phonon-phonon interaction.

Owing to strict phase-space contraints for the electron-phonon scattering, the decay path of excited

electrons and holes involves exclusively the emission of phonons close to the high-symmetry points

in the Brillouin zone. Momentum selectivity in the phonon emission drives the lattice into a non-

thermal vibrational state, where the highly anisotropic population of di↵erent phonons persists for

up to 10 ps, until thermal equilibrium is restored by phonon-phonon scattering. The control of non-

thermal vibrational states may provide unexplored opportunities to selectively enhance the phonon

population and, thereby, transiently tailor electron-phonon interactions over picosecond time scales.

In a system at thermal equilibrium at temperature T ,
the electronic distribution function (EDF) fnk and vi-
brational distribution function (VDF) nq⌫ coincide with
the Fermi-Dirac and Bose-Einstein distributions, respec-
tively:

f0
nk(µ, T ) = [e("nk�µ)/kBT + 1]�1 (1)

n0
q⌫(T ) = [e~!q⌫/kBT � 1]�1 (2)

where "nk is the single-particle energy of a Bloch state,
µ is the chemical potential, ~!q⌫ is the phonon energy,
and kB is the Boltzmann constant. vFor a system out
of equilibrium either fnk or nq⌫ di↵ers from the expres-
sions given above. In this case, the dynamics of a cou-
pled electron-phonon system is driven by scattering pro-
cesses arising from the mutual interactions among elec-
trons and phonons. These phenomena introduce a time
dependence of the distribution functions which may be
described within the Boltzmann equation:

@tfnk(t) = �ep
nk[fnk(t), nq⌫(t), t] (3)

@tnq⌫(t) = �pe
q⌫ [fnk(t), nq⌫(t), t] + �pp

q⌫ [nq⌫(t), t] (4)

where @t = @/@t. The interplay of electronic and nuclear
degrees of freedom is accounted for by the collision in-
tegrals � for the electron-phonon (ep), phonon-electron
(pe), and phonon-phonon (pp) scattering, which depend
on fnk, nq⌫ , and on the coupling matrix elements of the
electron-phonon and phonon-phonon interactions. Ex-
plicit expressions for the collision integrals are reported
in the Supplemental Material (SM). In short, if elec-
trons and lattice are at thermal equilibrium (namely,
fnk = f0

nk(T ) and nq⌫ = n0
q⌫(T )) changes of the EDF

fnk due to the absorption and emission of phonons are
exactly balanced, the right-hand side of Eqs. (3) vanishes,
and equilibrium is preserved (@tf0

nk(t) = 0). The same
applies to the VDF nq⌫ . Conversely, out of equilibrium
the collision integrals do not vanish, driving changes of
the EDF and VDF until thermal equilibrium is restored.

To investigate the coupled non-equilibrium dynamics
of electrons and lattice in monolayer MoS2 entirely from

Figure 1. (a) Brillouin zone and high-symmetry points of

MoS2. The �-centered rhomboidal BZ is marked in thick blue

lines. Energy dispersion of the valence (b) and conduction

bands (c) in the BZ. Energies in (b) and (c) are relative to

the valence band maximum and conduction band minimum,

respectively.

first principles, we propagate Eqs. (3) and (4) in time for
40 ps with a time step of 1 fs. At each step, the colli-
sion integrals are re-calculated on dense k and q meshes
consisting of 200⇥ 200 points in the Brillouin zone.

The valence and conduction band energies MoS2, are
illustrated in Fig. 1 (b) and (c), respectively, for momenta
within the �-centered rhomboidal Brillouin zone (thick
blue lines in Fig. 1 (a)). The valence (conduction) band
energy is relative to the band maximum (minimum).

We focus on a prototypical scenario in which the cou-
pled (non-equilibrium) electron-phonon dynamics is trig-
gered by the return to equilibrium of an excited elec-
tronic state, which may be induced, for instance, by the
photo-excitation of electrons across the gap. In partic-
ular, we consider an initial excited state characterized
by a Fermi-Dirac distribution function f0

nk(µe/h, T
0
el) at

an electronic temperature T 0
el, higher than the initial vi-

brational temperature T 0
ph (electrons and lattice are at

equilibrium for T 0
el = T 0

ph). Here, µe/h is the chemical
potential of the electrons/holes, which corresponds to a
concentration n of photo-excited carriers (see SM). We
consider throughout this manuscript an initial electronic
excited state described by n = 1014 cm�2, T 0

el = 2000 K,
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The Boltzmann equation in solid-state physics
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= Γcollisions

collision integraldistribution 
function

+ other terms 
(fields, etc.)

(In a gas:) 
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Time-dependent Boltzmann equation
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First-principles approach to electron and lattice dynamics
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Time propagation of the Boltzman equation

Fabio Caruso1
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Institut für Physik and IRIS Adlershof, Humboldt-Universität zu Berlin, Berlin, Germany

(Dated: April 28, 2020)

We are interested in the time dependence of the elec-
tron and phonon distribution functions fnk(t) and nq⌫(t)
under the influence of the electron-phonon interaction.
For sake of simplicity, we restrict to the case of non-polar
materials in absence of external fields, and we leave the
time depdence implicite to simplify the notation.

@fnk(t)

@t
=

2⇡

~
X

m⌫

Z
dq

⌦BZ
|gmn⌫(k,q)|2

⇥
�
(1� fnk)fmk+q�("nk � "mk+q + ~!q⌫)(1 + nq⌫)

+(1� fnk)fmk+q�("nk � "mk+q � ~!q⌫)nq⌫

�fnk(1� fmk+q)�("nk � "mk+q � ~!q⌫)(1 + nq⌫)

�fnk(1� fmk+q)�("nk � "mk+q + ~!q⌫)nq⌫

 
. (1)

the integrals run over ⌦BZ, the volume of the Brilloin
zone. The electron-phonon matrix elements g are related
to linear change of the e↵ective Kohn-Sham potential
V KS(r) via gmn⌫(k,q) = h mk+q|vKS(r)| nki. We note
that in non-polar materials, the matrix elements g exhibit
a weak dependendence on the crystal momenta q and
q. As a first approximation, we consider fully isotropic
electron-phonon matrix elements and replace them by
their average value:

gmn = N�1
p

X

⌫

Z
dk

⌦BZ

Z
dq

⌦BZ
gmn⌫(k,q) (2)

It should be pointed out that this approximation is ex-
pected to break down in the case of polar semiconductors
and insulator, whereby the long-range part of electron-
phonon coupling matrix elements depends on 1/q for
small q. If we further consider coupling to a single
phonon mode ~!, which is the frequency at which the
Eliashberg spectral function, and isotropic Bose-Einstein
distributions n = N�1

p

P
⌫

R dq
⌦BZ

n⌫q, These approxima-
tions allow us to rewrite the multi-dimensional integral
over momentum as a 1D integral over energy. The first
term in Eq, for example:
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Iterative procedure for the time propagation promptly
follows from the discretization of the time derivative:

fnk(t+ ⌧) = fnk(t) + ⌧�nk(t) (5)

where:

�(1)
nk(t) =

2⇡

~Np

X

m

|gmn|2(1 + n)(1� fnk)

⇥D("nk + ~!)fm("nk + ~!) (6)

Introducing the quantities:
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THE MODE RESOLVED

Isotropic phonons and e-ph interactions.
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this steps assume that fmk+q depends on momentum
only via the energy namely fmk+q ' f("mk+q) By apply-
ing the same procedure to all terms, we get can write a

@fnk
@t

= Ie�ph
nk [f, n] + I lightnk [f ] + Ie�e

nk [f ](1)

@nq⌫

@t
= Ie�ph

q⌫ [f, n] + Iph�ph
q⌫ [n](2)

1

=
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Γ(co)
nk =

∫
dω
2π

[
f<nk(ω)Γ

>
nk(ω)− f>nk(ω)Γ

<
nk(ω)

]

≈ 2π
!

∑

m,ν

∫
d3q
ΩBZ

|gmnν(k, q)|2

×
[
fnk(1 − fmk+q)δ(∆ε

nm
k,q + !ωqν)nqν

+fnk(1 − fmk+q)δ(∆ε
nm
k,q − !ωqν)(nqν + 1)

−(1 − fnk) fmk+qδ(−∆εnm
k,q + !ωqν)nqν

−(1 − fnk) fmk+qδ(−∆εnm
k,q − !ωqν)(nqν + 1)

]
,

 

(36)

where ∆εnm
k,q = εnk − εmk+q. Equation (36) represents the dif-

ference of the rate for an electron in state |nk〉 to scatter out 
of the state ("rst two terms) and the rate for an electron to 
scatter into the state |nk〉 (last two terms). Both processes can 
be mediated either by phonon absorption ("rst and third term) 
or phonon emisssion (second and forth term). We note that we 
let q → −q in the terms involving phonon emission to write 
them also in terms of fmk+q instead of fmk−q, making use of 
ωqν = ω−qν and the fact that the matrix elements for phonon 
emission and absorption are related by complex conjugation. 
The four scattering processes included in Γ(co)

nk  are illustrated 
in "gure 2.

Equation (28) is solved iteratively to obtain the E-"eld-
dependent occupancies fnk . Then the experimentally acces-
sible macroscopic average of the current density J(r) can be 
obtained via

JM(E) = 1
V

∫
d3r J(r; E) (37)

=
−e
Vuc

∑

n

∫
d3k
ΩBZ

vnkfnk(E), (38)

where we made use of equations (5), (21), and (29) and where 
V  and Vuc denote the crystal and unit cell volume, respec-
tively. In equation  (38) we introduced the diagonal velocity 

matrix elements vnk = 〈nk|p̂/m|nk〉 and explicitly indicated 
the E-"eld dependence of all quantities for clarity.

In the case of weak electric "elds, we can restrict ourselves 
to the linear response of the current density, which de"nes the 
conductivity tensor:

σαβ =
∂JM,α

∂Eβ

∣∣∣∣
E=0

=
−e
Vuc

∑

n

∫
d3k
ΩBZ

vαnk∂Eβ fnk. (39)

Here α,β  run over the three Cartesian directions and we 
introduced the short-hand notation ∂Eβ fnk = (∂fnk/∂Eβ)|E=0 . 
From equation (28), we can obtain an expression for the lin-
ear response coef"cients ∂Eβ fnk by taking derivatives on both 
sides with respect to the electric "eld:

−evβ
nk
∂f 0

nk
∂εnk

=
∑

m

∫
d3q
ΩBZ

[
τ−1

mk+q→nk ∂Eβ fmk+q

−τ−1
nk→mk+q ∂Eβ fnk

]
,

 
(40)

where we introduced the partial decay rate

τ−1
nk→mk+q =

∑

ν

2π
! |gmnν(k, q)|2

×
[
(nqν + 1 − f 0

mk+q)δ(∆ε
nm
k,q − !ωqν)

+(nqν + f 0
mk+q)δ(∆ε

nm
k,q + !ωqν)

]
,

 

(41)

and its analog τ−1
mk+q→nk with the indices nk and mk + q 

swapped. Here, f 0
nk  denotes the equilibrium occupancies 

in the absence of an electric "eld, which are given by the 
Fermi–Dirac distribution evaluated at the band energies, 
f 0
nk = 1/{exp[(εnk − µ)/kBT] + 1}, where µ is the chemical 

potential. We also used the fact that, ignoring the Berry curva-
ture [61], the diagonal matrix elements of the velocity opera-
tor are simply given by vα

nk = !−1∂εnk/∂kα.
Equation (40) is known in the literature [60] as the 

Boltzmann transport equation. Its solution yields the lin-
ear response coef"cients ∂Eβ fnk, which are needed in equa-
tion (39) to obtain the conductivity tensor.

The electrical conductivity in equation (39) scales with the 
density of carriers. This is generally not an issue when study-
ing metals, for which temperature, bias voltage, and defects do 
not alter the carrier density near the Fermi energy. However, in 
semiconductors the carrier density can change by many orders 
of magnitude with doping, temperature, and applied voltage. 
In these cases, in order to single out the intrinsic transport 
properties of the material, it is convenient to introduce the 
carrier drift mobility, which is de"ned as the ratio between 
conductivity and carrier density:

µd
αβ =

∣∣∣∣
σαβ
enc

∣∣∣∣ . (42)

The charge carrier density entering the electron mobility ten-
sor, nc = nel, is de"ned as

nel =
1

Vuc

∑

n∈CB

∫
d3k
ΩBZ

[
f 0
nk(µ, T)− f 0

nk(εF, 0)
]

, (43)

Figure 2. The four processes included in the collision rate in 
equation (25) derived from the Fan–Migdal self-energy: Scattering 
of an electron out of state |nk〉 via phonon absorption (green, "rst 
term) and emission (purple, second term) and scattering of an 
electron into state |nk〉 via phonon absorption (brown, third term) 
and emission (orange, fourth term).
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Nonequilibrium electron dynamics in monolayer MoS2
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Non-thermal vibrational states in the out-of-equilibrium lattice dynamics of
monolayer MoS2

Fabio Caruso
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Christian-Albrechts-Universität zu Kiel, Kiel, Germany
(Dated: September 24, 2020)

We investigate the coupled non-equilibrium dynamics of electrons and phonons in monolayer

MoS2, based on first-principles calculations of the electron-phonon and phonon-phonon interaction.

Owing to strict phase-space contraints for the electron-phonon scattering, the decay path of excited

electrons and holes involves exclusively the emission of phonons close to the high-symmetry points

in the Brillouin zone. Momentum selectivity in the phonon emission drives the lattice into a non-

thermal vibrational state, where the highly anisotropic population of di↵erent phonons persists for

up to 10 ps, until thermal equilibrium is restored by phonon-phonon scattering. The control of non-

thermal vibrational states may provide unexplored opportunities to selectively enhance the phonon

population and, thereby, transiently tailor electron-phonon interactions over picosecond time scales.

In a system at thermal equilibrium at temperature T ,
the electronic distribution function (EDF) fnk and vi-
brational distribution function (VDF) nq⌫ coincide with
the Fermi-Dirac and Bose-Einstein distributions, respec-
tively:

f0
nk(µ, T ) = [e("nk�µ)/kBT + 1]�1 (1)

n0
q⌫(T ) = [e~!q⌫/kBT � 1]�1 (2)

where "nk is the single-particle energy of a Bloch state,
µ is the chemical potential, ~!q⌫ is the phonon energy,
and kB is the Boltzmann constant. vFor a system out
of equilibrium either fnk or nq⌫ di↵ers from the expres-
sions given above. In this case, the dynamics of a cou-
pled electron-phonon system is driven by scattering pro-
cesses arising from the mutual interactions among elec-
trons and phonons. These phenomena introduce a time
dependence of the distribution functions which may be
described within the Boltzmann equation:

@tfnk(t) = �ep
nk[fnk(t), nq⌫(t), t] (3)

@tnq⌫(t) = �pe
q⌫ [fnk(t), nq⌫(t), t] + �pp

q⌫ [nq⌫(t), t] (4)

where @t = @/@t. The interplay of electronic and nuclear
degrees of freedom is accounted for by the collision in-
tegrals � for the electron-phonon (ep), phonon-electron
(pe), and phonon-phonon (pp) scattering, which depend
on fnk, nq⌫ , and on the coupling matrix elements of the
electron-phonon and phonon-phonon interactions. Ex-
plicit expressions for the collision integrals are reported
in the Supplemental Material (SM). In short, if elec-
trons and lattice are at thermal equilibrium (namely,
fnk = f0

nk(T ) and nq⌫ = n0
q⌫(T )) changes of the EDF

fnk due to the absorption and emission of phonons are
exactly balanced, the right-hand side of Eqs. (3) vanishes,
and equilibrium is preserved (@tf0

nk(t) = 0). The same
applies to the VDF nq⌫ . Conversely, out of equilibrium
the collision integrals do not vanish, driving changes of
the EDF and VDF until thermal equilibrium is restored.

To investigate the coupled non-equilibrium dynamics
of electrons and lattice in monolayer MoS2 entirely from

Figure 1. (a) Brillouin zone and high-symmetry points of

MoS2. The �-centered rhomboidal BZ is marked in thick blue

lines. Energy dispersion of the valence (b) and conduction

bands (c) in the BZ. Energies in (b) and (c) are relative to

the valence band maximum and conduction band minimum,

respectively.

first principles, we propagate Eqs. (3) and (4) in time for
40 ps with a time step of 1 fs. At each step, the colli-
sion integrals are re-calculated on dense k and q meshes
consisting of 200⇥ 200 points in the Brillouin zone.

The valence and conduction band energies MoS2, are
illustrated in Fig. 1 (b) and (c), respectively, for momenta
within the �-centered rhomboidal Brillouin zone (thick
blue lines in Fig. 1 (a)). The valence (conduction) band
energy is relative to the band maximum (minimum).

We focus on a prototypical scenario in which the cou-
pled (non-equilibrium) electron-phonon dynamics is trig-
gered by the return to equilibrium of an excited elec-
tronic state, which may be induced, for instance, by the
photo-excitation of electrons across the gap. In partic-
ular, we consider an initial excited state characterized
by a Fermi-Dirac distribution function f0

nk(µe/h, T
0
el) at

an electronic temperature T 0
el, higher than the initial vi-

brational temperature T 0
ph (electrons and lattice are at

equilibrium for T 0
el = T 0

ph). Here, µe/h is the chemical
potential of the electrons/holes, which corresponds to a
concentration n of photo-excited carriers (see SM). We
consider throughout this manuscript an initial electronic
excited state described by n = 1014 cm�2, T 0

el = 2000 K,
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tronic temperature – becomes more localized. This trend
reflects the lowering of the (e↵ective) electronic temper-
ature as energy is transferred to the lattice and carriers
scatter back to the Fermi energy.

As electrons and lattice approach thermal equilibrium,
the EDF converges towards a Fermi-Dirac function with
final temperature T el

fin = 180 K (dark blue in Fig. 2 (b-c)).
Strikingly di↵erent time scales characterize the relaxation
of excited electrons and holes. While it takes about 800 fs
for excited holes in the valence band to reach thermal-
ization, the electronic relaxation in the conduction band
is slower and is completed within 2 ps. The faster hole
relaxation can be ascribed to the larger phase space for
electron-phonon scattering, which in turn arises from the
co-existence of two quasi-degenerate maxima at � and K
in the valence band. These time scales are in excellent
agreement with recent femtosecond electron di↵raction
measurements on monolayer MoS2? , which estimated
to 2 ps the timescale for electronic thermalization via
electron-phonon scattering.

Overall, Figs. 2 (d-i) provide evidence that, throughout
each step of the dynamics, the excited electrons and holes
remain localized in momentum space in the vicinity of
K and � high-symmetry points in the valence band, and
around K and Q in the conduction band. This anisotropic
population of electronic states in the BZ is responsible for
a stringent momentum selectivity in the phonon emis-
sion, which as discussed below, underpins the emergence
of non-thermal vibrational state of the lattice with a life-
time of several picoseconds.

To inspect the non-equilibrium dynamics of the lattice,
we focus on the (e↵ective) vibrational temperature:

Tq⌫ = ~!q⌫ [kB ln(1 + nq⌫)]
�1 (5)

obtained by inverting the Bose-Einstein distribution
function. The advantage of this choice is that Tq⌫ be-
comes a constant at thermal equilibrium, whereas nq⌫

does not. Interpretation of Tq⌫ as a thermodynamic tem-
perature, however, is rigorously justified only at thermal
equilibrium. In Figs. 3 (a-e), we report the average vibra-
tional temperature T̃q = N�1

ph

P
⌫ Tq⌫ – with Nph being

the number of phonons – for crystal momenta within the
first BZ and for several time steps throughout the dy-
namics. The same color bar (shown beside panel (i)) is
used for panels (a-i).

At t = 0 (a), the system is at thermal equilibrium as re-
flected by the constant vibrational temperature in the BZ
(Tq⌫ = T ph

0 = 100 K). As the coupled electron-phonon
dynamics begins, the excited carriers in the valence and
conduction bands tend to relax back to Fermi level by
transferring energy to the lattice by emitting phonons.
The change in the population of the ⌫-th phonon at mo-
mentum q is reflected, at each time step of the dynam-
ics, by the change of its Bose-Einstein occupation nq⌫

and, via Eq. (5), of the vibrational temperature Tq⌫ . At
t = 100 fs the lattice abandons the initial thermalized
state, as illustrated in Fig. 3 (b) by the emergence of in-
homogeneities in the average vibrational temperature T̃q.

In particular, we observe an increase of the vibrational
temperature for momenta close to � and K, which in
turn, reflects an enhancement of the phonon population.

To understand the origin of these features, we note that
the phonon emission – and, thus, the change of Tq⌫ – is
triggered by electronic transitions within the valence and
conduction bands, which are heavily constrained by en-
ergy and momentum conservation laws. For the excited
electronic distribution of Fig. 2 (a), for instance, phonon-
assisted transitions within the valence band would pri-
marily involve two types of processes: (i) intra-valley
transitions, connecting initial and final states both lo-
cated close to the same high-symmetry point (� or K); (ii)
inter-valley transitions, with the initial and final states
located at � and K, respectively (or vice versa). Due to
momentum conservation, processes of type (i) result in
the emission of long-wavelength phonons (q ' 0) with
momenta close to �, whereas processes of type (ii) can
only involve the emission phonons with momenta around
K. A similar picture applies to transitions in the con-
duction band. Here, however, the presence of the Q
valley also enables the emission of phonons around M
and Q. A schematic illustration of the allowed inter- and
intra-valley phonon-assisted transitions is provided in the
SM. Umklapp processes are also included in this pictures,
since transitions connecting di↵erent BZs can be folded
back to the first BZ via translation by a reciprocal lattice
vector. The anisotropic increase of vibrational tempera-
ture, thus, indicates the preferential emission of phonons
at � and K, which is dictated by momentum selectivity
in the electronic transitions.

As shown in Fig. 2 (c), this mechanism leads to a
further enhancement of the anisotropic population of
phonons in the BZ for t = 500 fs. Additionally, we ob-
serve an increase in vibrational temperature at the M
point and, less pronouncedly, at Q, which arise from tran-
sitions involving the Q pocket in the conduction band (see
SM). As time evolves, phonon-phonon scattering tends to
counterbalance a non-thermal vibrational state, by driv-
ing the lattice towards a thermalized regime (namely,
Tq⌫ = constant). This behaviour is manifested for t = 1.5
and 3 ps – illustrated in Figs. 2 (d-e), respectively – by
a progressive reduction of the temperature anisotropy in
the BZ.

In addition to the momentum anisotropy illustrated
in panels (a-e), the vibrational temperature may change
significantly for di↵erent phonon branches, since the con-
tribution of each phonon to the relaxation process is
dictated by its own electron-phonon coupling strength.
Figures 3 (g-i) illustrates the mode- and momentum-
resolved vibrational temperature Tq⌫ , superimposed to
the phonon dispersion of monolayer MoS2 (obtained from
density-functional perturbation theory at zero temper-
ature) for t = 0.1, 0.5, and 3 ps. Optical phonons,
which are characterized by out-of-phase oscillations of the
atoms in the unit cell, lead to stronger coupling with the
electrons as compared to the acoustic (in-phase) modes,
and they thus provide a more likely decay channel for
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tronic temperature – becomes more localized. This trend
reflects the lowering of the (e↵ective) electronic temper-
ature as energy is transferred to the lattice and carriers
scatter back to the Fermi energy.

As electrons and lattice approach thermal equilibrium,
the EDF converges towards a Fermi-Dirac function with
final temperature T el

fin = 180 K (dark blue in Fig. 2 (b-c)).
Strikingly di↵erent time scales characterize the relaxation
of excited electrons and holes. While it takes about 800 fs
for excited holes in the valence band to reach thermal-
ization, the electronic relaxation in the conduction band
is slower and is completed within 2 ps. The faster hole
relaxation can be ascribed to the larger phase space for
electron-phonon scattering, which in turn arises from the
co-existence of two quasi-degenerate maxima at � and K
in the valence band. These time scales are in excellent
agreement with recent femtosecond electron di↵raction
measurements on monolayer MoS2? , which estimated
to 2 ps the timescale for electronic thermalization via
electron-phonon scattering.

Overall, Figs. 2 (d-i) provide evidence that, throughout
each step of the dynamics, the excited electrons and holes
remain localized in momentum space in the vicinity of
K and � high-symmetry points in the valence band, and
around K and Q in the conduction band. This anisotropic
population of electronic states in the BZ is responsible for
a stringent momentum selectivity in the phonon emis-
sion, which as discussed below, underpins the emergence
of non-thermal vibrational state of the lattice with a life-
time of several picoseconds.

To inspect the non-equilibrium dynamics of the lattice,
we focus on the (e↵ective) vibrational temperature:

Tq⌫ = ~!q⌫ [kB ln(1 + nq⌫)]
�1 (5)

obtained by inverting the Bose-Einstein distribution
function. The advantage of this choice is that Tq⌫ be-
comes a constant at thermal equilibrium, whereas nq⌫

does not. Interpretation of Tq⌫ as a thermodynamic tem-
perature, however, is rigorously justified only at thermal
equilibrium. In Figs. 3 (a-e), we report the average vibra-
tional temperature T̃q = N�1

ph

P
⌫ Tq⌫ – with Nph being

the number of phonons – for crystal momenta within the
first BZ and for several time steps throughout the dy-
namics. The same color bar (shown beside panel (i)) is
used for panels (a-i).

At t = 0 (a), the system is at thermal equilibrium as re-
flected by the constant vibrational temperature in the BZ
(Tq⌫ = T ph

0 = 100 K). As the coupled electron-phonon
dynamics begins, the excited carriers in the valence and
conduction bands tend to relax back to Fermi level by
transferring energy to the lattice by emitting phonons.
The change in the population of the ⌫-th phonon at mo-
mentum q is reflected, at each time step of the dynam-
ics, by the change of its Bose-Einstein occupation nq⌫

and, via Eq. (5), of the vibrational temperature Tq⌫ . At
t = 100 fs the lattice abandons the initial thermalized
state, as illustrated in Fig. 3 (b) by the emergence of in-
homogeneities in the average vibrational temperature T̃q.

In particular, we observe an increase of the vibrational
temperature for momenta close to � and K, which in
turn, reflects an enhancement of the phonon population.

To understand the origin of these features, we note that
the phonon emission – and, thus, the change of Tq⌫ – is
triggered by electronic transitions within the valence and
conduction bands, which are heavily constrained by en-
ergy and momentum conservation laws. For the excited
electronic distribution of Fig. 2 (a), for instance, phonon-
assisted transitions within the valence band would pri-
marily involve two types of processes: (i) intra-valley
transitions, connecting initial and final states both lo-
cated close to the same high-symmetry point (� or K); (ii)
inter-valley transitions, with the initial and final states
located at � and K, respectively (or vice versa). Due to
momentum conservation, processes of type (i) result in
the emission of long-wavelength phonons (q ' 0) with
momenta close to �, whereas processes of type (ii) can
only involve the emission phonons with momenta around
K. A similar picture applies to transitions in the con-
duction band. Here, however, the presence of the Q
valley also enables the emission of phonons around M
and Q. A schematic illustration of the allowed inter- and
intra-valley phonon-assisted transitions is provided in the
SM. Umklapp processes are also included in this pictures,
since transitions connecting di↵erent BZs can be folded
back to the first BZ via translation by a reciprocal lattice
vector. The anisotropic increase of vibrational tempera-
ture, thus, indicates the preferential emission of phonons
at � and K, which is dictated by momentum selectivity
in the electronic transitions.

As shown in Fig. 2 (c), this mechanism leads to a
further enhancement of the anisotropic population of
phonons in the BZ for t = 500 fs. Additionally, we ob-
serve an increase in vibrational temperature at the M
point and, less pronouncedly, at Q, which arise from tran-
sitions involving the Q pocket in the conduction band (see
SM). As time evolves, phonon-phonon scattering tends to
counterbalance a non-thermal vibrational state, by driv-
ing the lattice towards a thermalized regime (namely,
Tq⌫ = constant). This behaviour is manifested for t = 1.5
and 3 ps – illustrated in Figs. 2 (d-e), respectively – by
a progressive reduction of the temperature anisotropy in
the BZ.

In addition to the momentum anisotropy illustrated
in panels (a-e), the vibrational temperature may change
significantly for di↵erent phonon branches, since the con-
tribution of each phonon to the relaxation process is
dictated by its own electron-phonon coupling strength.
Figures 3 (g-i) illustrates the mode- and momentum-
resolved vibrational temperature Tq⌫ , superimposed to
the phonon dispersion of monolayer MoS2 (obtained from
density-functional perturbation theory at zero temper-
ature) for t = 0.1, 0.5, and 3 ps. Optical phonons,
which are characterized by out-of-phase oscillations of the
atoms in the unit cell, lead to stronger coupling with the
electrons as compared to the acoustic (in-phase) modes,
and they thus provide a more likely decay channel for
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FIG. 1. (a) In-plane atomic structure of BP. (b) Schematic illustration of femtosecond electron scattering. (c) Exemplary
transmission di↵raction pattern of BP. First Brillouin zones can be drawn around each Bragg reflection, as illustrated by a
rectangle over the (200) reflection. An arbitrary position in reciprocal space, S, can always be expressed as G+ q, where G is
a reciprocal lattice vector defined by the Miller indices and q the phonon wavevector. (d) Electronic band structure calculated
from density-functional theory in the PBE approximation [25]. The conduction bands were shifted by 0.2 eV in energy to match
the experimentally observed bandgap of Eg ' 0.3 eV. (e) Brillouin zone with labeling of high-symmetry points. Our FEIS
experiments probe the blue plane. Below, the momentum distribution of photoexcited carriers approximated by a Fermi-Dirac
function fnk is shown (dark regions: more excited carriers). The colored rectangles indicate phonons groups, see text.

sively generating a non-equilibrium electron population
in the conduction band. Considering our pump photon
energy, one can expect intravalley scattering processes
within the Z pocket to play an important role in the
relaxation dynamics towards the conduction band min-
imum through emission of low-wavevector phonons. In-
tervalley scattering pathways can also transfer electrons
to the neighboring Y, A and A’ valleys along the zigzag
direction. First insight into the non-equilibrium dynam-
ics of the crystal lattice is obtained from the dynamics of
the Bragg reflections. The anisotropic lattice dynamics
of BP is reflected in the time evolution of the elastic scat-
tering signals, shown in Fig. 2(a) and described in detail
in Ref. [19]. Briefly, the dynamics of both armchair and
zigzag reflections are well-captured by bi-exponential de-
cays, with fast time constants of around 500 fs and slower
time constants of approximately 20 ps.

Here, we go beyond the analysis of the elastic scatter-
ing signals and phonon-averaged structural dynamics to-
wards a more detailed picture of lattice relaxation. This
can be obtained by investigating the inelastic scatter-
ing signals around specific Bragg reflections, shown for
selected high-symmetry points in Fig. 2 (b). The di↵rac-
tion pattern can be divided into BZs around each Bragg
reflection, as illustrated in Fig. 1 (c) for the (200) re-
flection. As inelastic scattering occurs primarily through
scattering o↵ of phonons, the signal measured at a given
point in the BZ reflects phonon populations with the
same momentum [20, 21, 33–36]. The red curve in
Fig. 2 (b) represents the relative intensity of the FEIS
signal as a function of time at the A point. Similar dy-
namics are observed at all the investigated A points. A
bi-exponential fit to the data yields a rising time constant
of 1.7 ± 0.1 ps, followed by a slower relaxation of 30 ±

FIG. 2. (a) Exemplary anisotropic elastic scattering signals
for zigzag (squares) and armchair reflections (triangles). (b)
Inelastic scattering signal at A (circles) and X (pentagons)
around the 400 reflection. The data in both panels is the
average over the Friedel pair (e.g. (400) and (4̄00)). The error
estimates represent the standard error of the mean signal over
multiple delay scans.

2 ps. We note that the 1.7 ps time constant does not ap-
pear in an elastic scattering analysis. The green curve in
Fig. 2 (b) shows the time evolution of the inelastic signal
at the X point. The phonon dynamics at the X point
drastically di↵ers from that at the A point. We find the
best fit to be a mono-exponential rise function with a
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transmission di↵raction pattern of BP. First Brillouin zones can be drawn around each Bragg reflection, as illustrated by a
rectangle over the (200) reflection. An arbitrary position in reciprocal space, S, can always be expressed as G+ q, where G is
a reciprocal lattice vector defined by the Miller indices and q the phonon wavevector. (d) Electronic band structure calculated
from density-functional theory in the PBE approximation [25]. The conduction bands were shifted by 0.2 eV in energy to match
the experimentally observed bandgap of Eg ' 0.3 eV. (e) Brillouin zone with labeling of high-symmetry points. Our FEIS
experiments probe the blue plane. Below, the momentum distribution of photoexcited carriers approximated by a Fermi-Dirac
function fnk is shown (dark regions: more excited carriers). The colored rectangles indicate phonons groups, see text.
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energy, one can expect intravalley scattering processes
within the Z pocket to play an important role in the
relaxation dynamics towards the conduction band min-
imum through emission of low-wavevector phonons. In-
tervalley scattering pathways can also transfer electrons
to the neighboring Y, A and A’ valleys along the zigzag
direction. First insight into the non-equilibrium dynam-
ics of the crystal lattice is obtained from the dynamics of
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tering signals, shown in Fig. 2(a) and described in detail
in Ref. [19]. Briefly, the dynamics of both armchair and
zigzag reflections are well-captured by bi-exponential de-
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flection. As inelastic scattering occurs primarily through
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Fig. 2 (b) represents the relative intensity of the FEIS
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around the 400 reflection. The data in both panels is the
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estimates represent the standard error of the mean signal over
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2 ps. We note that the 1.7 ps time constant does not ap-
pear in an elastic scattering analysis. The green curve in
Fig. 2 (b) shows the time evolution of the inelastic signal
at the X point. The phonon dynamics at the X point
drastically di↵ers from that at the A point. We find the
best fit to be a mono-exponential rise function with a
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Diffraction from a vibrating lattice

q = k0 � k(1)

1

q = k0 � k(1)
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In order to make contact with the literature we define the quantity exp(�2WT )
as the Debye-Waller factor where:
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1
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and therefore we can write for the temperature dependent scattering intensity:
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The Debye-Waller exponential factor describes the attenuation of the scattered
intensity as a result of the vibrational motion of the atoms. Now we take
the Taylor expansion of the second exponential appearing after the summation
over p, p0 to obtain for the zero-phonon hI0(S)iT and one-phonon contribution
hI1(S)iT to the scattered intensity [2]:

hI0(S)iT = |f0|2exp(�2WT )
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Using the standard textbook relation
P

p exp(iq ·Rp) = Np�q,G twice we can
rewrite the zero-phonon contribution to the scattered intensity as:

hI0(S)iT = N2
p |f0|2exp(�2WT )�S,G. (13)

The above expression shows that the zero-phonon contribution, related also to
the Laue’s interference function, has very sharp maxima whenever the scattering
vector S is equal to a reciprocal lattice vector G and is zero for all other values.
It also shows that the ratio between the elastic scattering intensity from a system
with the atoms vibrating at temperature T (oscillating target), and a system
with the atoms static at their equilibrium positions (static target) is reduced by
the Debye-Waller factor exp(�2WT ).

For the one-phonon contribution we can express the cosine function in terms
of exponentials and use again the standard textbook relation

P
p exp(iq ·Rp) =
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The derivation of the dynamical structure factor proceeds along the same lines
with the above derivation for the static scattering intensity, but now considering
a time dependent phonon field, i.e. write zq⌫ = lq⌫(a

†
�q⌫e

i!q⌫t + aq⌫e�i!q⌫t),

and taking also the time average as
R1
1

dt
2⇡ exp(�iEt/h̄). The result for the

zero-phonon contribution and the one-phonon contribution to the dynamical
structure factor is:

hI0(S, E)iT = N2
p |f0|2exp(�2WT )�S,G�E , (15)
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and therefore:

hI0(G, E)iT = N2
p |f0|2exp
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The above result can be obtained alternatively by following the derivation in
Ref. [2] at pp. 470-473. We note that Eq. (16) is the same with Eq. (10.62)
of Ref. [2], but now including the phonon polarization vectors e⌫↵(q) and the
atomic structure factor f0.
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Microscopic origin of non-equilibrium lattice dynamics in bP
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FIG. 3. (a-c) Momentum-resolved electron di↵raction signals,
I(S, t)�I(S, t < t0), at pump-probe delays of 2 ps, 10 ps, and
50 ps. Two-fold symmetrized data [32], raw data shown in
Supplemental Material [29]. The Bragg reflections (blue dots)
are negative due to the Debye-Waller e↵ect. The inelastic
background (red) qualitatively evolves as a function of pump-
probe delay. Selected Brillouin zones are shown in inset for
the (004) and the (400) reflections on the 50 ps map. All data
are normalized to a common number. (d-f) Simulated non-
equilibrium scattering signals at pump-probe delays of 2 ps,
10 ps, and 50 ps. The phonon temperatures are based on the
non-thermal model described in the text and shown in Fig. 4
(a). All data are normalized to a common number.

time constant of 14.3 ± 0.1 ps. These measurements re-
veal that phonons excitations following photoexcitation
are highly momentum-dependent in BP.

A comprehensive view of transient phonon distribu-
tions in momentum space is shown in Figs. 3 (a-c), at
pump-probe delays of 2 ps, 10 ps, and 50 ps. These data
demonstrate profound, qualitative changes in the inelas-
tic scattering signal as pump-probe delay increases, re-
flecting di↵erent phonon populations at di↵erent times.
While the inelastic pattern at 2 ps is weak and dis-
plays faint lines in the ��A direction, the inelastic sig-
nal at 50 ps is much stronger, of a di↵erent shape, and
more anisotropic. A closer inspection of the changes
in inelastic scattering signal around Bragg reflections,

shown as insets in Fig. 3 (c), reveals high anisotropy
between the intensities along the two main crystal axes
at 50 ps. These highly anisotropic dynamics within a
given BZ, and between BZs, highlight the value of time-
resolved inelastic scattering as direct probes of transient
non-thermal phonon distributions in momentum space
[Figs. 3 (a-c)].

To gain further microscopic insight from these obser-
vations, we theoretically describe the carrier and vibra-
tional dynamics of photoexcited BP. Following photoex-
citation and Auger thermalization, the distribution of
photoexcited carriers may be approximately described by
the Fermi-Dirac function fnk = [e("nk�µ(Tel))/kBTel +1]�1

with an e↵ective temperature Tel ("nk is the conduc-
tion band energy). The e↵ective chemical potential,
µe↵(Tel), is directly related to the density of photoex-
cited carriers via the relation N = ⌦�1

BZ

R
dkfnk(µe↵ , Tel).

For our experimental density of photoexcited carri-
ers, N=1.4·1021 cm�3, the e↵ective chemical potential
µe↵(Tel = 0) is 0.12 eV above the conduction band min-
imum. The 2D calculated electron distribution is shown
under the BZ in Fig. 1 (e) for Tel = 2000 K. It indi-
cates that carriers have a highly anisotropic distribution
of crystal momenta resulting from the partial filling of
the pockets indicated in Fig. 1 (d). Owing to momentum
conservation, one may expect the relaxation of carriers to
the conduction band minimum (located at the Z point) to
entail a predominant emission of phonons with momenta
q along the Z-Y, Z-A’ and Z-A directions, leading to a
long-lived anisotropy in the phonon population across the
BZ.

To investigate possible signatures of these phenomena
on the FEIS signals, we define a phenomenological model
of carrier thermalization, which explicitly accounts for
the anisotropic scattering phase space in the BZ. In the
two-temperature model (TTM) [37, 38], and its general-
ization to multiple temperatures [20, 22–24, 39–41], the
temporal evolution of the electron and phonon distri-
bution functions for a photoexcited system are deter-
mined via a set of coupled equations for the e↵ective
electron and phonon temperature, Tel and Tph, respec-
tively. Here, we generalize this model to account for
momentum anisotropy of the initial electronic popula-
tion. Specifically, we group phonons based on scatter-
ing phase space constraints dictated by the initial excita-
tion fluence and the shape of the electronic band struc-
ture. The BZ is partitioned in three rectangular cuboids,
which projections are shown as the colored rectangles in
Fig. 1 (e): the Z region (orange rectangle), that includes
the Z pocket, the Y region (green rectangles), that in-
cludes the Y, A, and A’ pockets, and the X region (dark
grey rectangles). The e↵ective temperature T⌫ for the
phonons with momentum in the ⌫-th region is determined
through the time-propagation of the coupled equations
in a non-thermal lattice model (NLM) [21, 24]. This ap-
proach, while partially phenomenological, includes first-
principles computations of the electron-phonon, [42–45]
and phonon-phonon [46, 47] interactions. More details

Intensity difference: 

Theory:

Experiment:
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Figure 2. a-d Calculated spectral function of graphene at equilibrium (t < 0) and at several time delays. t = 0 corresponds
to the e Electron band structure of graphene obtained from DFT calculations. The inset illustrates the Brillouin zone and
high-symmetry points. f-g Change in spectral intensity relative to equilibrium for t = 0 and 0.5 ps. h-i Simulated pump-probe
signal reproduced from Ref. [].

Fig. 2 (e), along the K-� high-symmetry in the Brillouin
zone (inset in Fig. 2 (e)). Photoemission experiments
conducted with linearly polarized (probe) light direction
yield vanishing photoemission intensity close to the Dirac
point along the �-K for the ⇡ (⇡⇤) band if s-polarized (p-
polarized) light is used as probe. Correspondingly, only
quasiparticle states above or below the Dirac point are
probed. The polarization-dependent intensity has been
attributed to the symmetry character of the ⇡ and ⇡⇤

bands (B2 and A2, respectively) which leads to vanish-
ing optical dipole matrix elements, corresponding to zero
photoemission intensity [13, 14]. As our calculations not
account for dipole selection rules, the spectral functions
of Figs. 2 (a-d) are representative of a scenario in which
both ⇡ and ⇡⇤ bands exhibit similar optical dipole matrix
elements, such as in the case circularly polarized probe.

Before the switching on of the pump (t < 0), the
spectral function coincides with the results of ordinary
electron-phonon coupling calculations at room temper-
ature [], and it is in good agreement with previous
studies. In short, the quasiparticle peaks exhibit a fi-
nite broadening which results from the finite lifetimes
of photoexcited holes. When the pump is switched o↵
(t = 0), the increase of lattice and electronic temper-

ature resulting from the photoexcitation of the system
manifests themselves in the angle-resolved spectral func-
tion primarily through the thermal excitation of carriers
across the Fermi surface. While 0.5 ps after photoexcita-
tion (Fig. 2 (c)) the weakening of these features reflects
the partial thermalization of the photoexcited carriers,
whereas after 2.5 ps (Fig. 2 (d)) the system has returned
to equilibrium.

The relative change in photoemission intensity as a
function of time delay – obtained as the di↵erence to the
spectral function before pump and reported in Figs. 2 (f-
g) – provide further insight into the spectral fingerprints
of quasiparticle dynamics in time-resolved ARPES. The
most prominent change in the spectral function results
from the enhanced concentration of electrons (holes)
above (below) the Fermi surface, resulting from the high
transient temperature of photoexcited graphene. At zero
pump-probe delay, this feature is manifested by a pro-
nounced spectral intensity gain (blue), extending up to
1 eV above the Fermi energy, and a corresponding in-
tensity loss (red) for binding energies up to 1 eV. The
energy range of this gain-loss pattern is closely related
to the thermal energy Eth = kbTel corresponding to the
transient electronic temperature. At 0.5 ps after pump,

Caruso, Novko, Draxl, 
Phys. Rev. B 101 035128 (2020)

where ωE2g
¼ 67 meV is the harmonic adiabatic phonon

frequency as obtained from DFPT and Π̄ðω; fTgÞ is the
phonon self-energy for the E2g modes, where, to avoid
double counting, the noninteracting adiabatic contribution
at T ¼ 0 K is subtracted (for more details on the non-
adiabatic phonon self-energy see Ref. [59]). The inclusion
of many-body effects on the crystal-lattice dynamics via
Eq. (4) is reflected by renormalization of the phonon energy
ΩE2g

and by the finite phonon linewidth ΓE2g
, which may be

computed through solution of the following self-consistent
equations: Ω2

E2g
¼ ω2

E2g
þ 2ωE2g

Π̄ðΩE2g
; fTgÞ, and ΓE2g

¼
−2ImΠ̄ðΩE2g

; fTgÞ.
Using such theoretical tools, we evaluate, within the three-

temperature model, the time-resolved dynamics of the
Raman peak position and of the phonon linewidth, as well
as of the full phonon spectral function of the E2g mode in
MgB2 as a function of the pump-probe time delay. A similar
approach (however, without time dependence) was used in
Ref. [42] for graphene, where the effects of the electronic
damping due to the electron-electron interaction were
explicitly included in the evaluation of the phonon self-
energy. This description is however insufficient in the case of
MgB2 where the electronic damping is crucially governed by
the e-ph coupling itself [28,30]. In order to provide a reliable
description we evaluate thus the E2g phonon self-energy in a
nonadiabatic framework [30] explicitly retaining the e-ph
renormalization effects in the Green’s functions of the
relevant intraband contribution (see Sec. S4 in Ref. [59]).
The E2g phonon spectral function is shown in Figs. 3(a) and
3(b) as a function of the time delay, for two different fluences.
The corresponding phonon energiesΩE2g

and linewidthsΓE2g

are summarized in panels (c) and (d). The combined effect of
the time evolution of Te and TE2g

, Tph results in a nontrivial
time dependence of the spectral properties. Our calculations
reveal a counterintuitive reduction of the phonon linewidth
ΓE2g

right after photoexcitation, followed by a subsequent
increase during the overall thermalization with the cold
phononDOF. The time dependence of the phonon frequency
shows an even more complex behavior, with an initial
redshift, followed by a partial blueshift, and furthermore
by a redshift.
In order to rationalize these puzzling results, we analyze

in detail the temperature dependence of the phonon spectral
properties, decomposing the phonon self-energy into its
basic components: interband or intraband terms, and in
adiabatic (A) and nonadiabatic (NA) processes. For details
see Ref. [59], whereas here we summarize the main results.
A crucial role is played by the NA intraband term, which is
solely responsible for the phonon damping. Following a
robust scheme usually employed for the optical conduc-
tivity (see Sec. S4 in Ref. [59]), we can model the effects
of the e-ph coupling on the intraband processes in terms
of the renormalization function λðω; fTgÞ and the e-ph
particle-hole scattering rate γðω; fTgÞ:

Π̄intra;NAðω; fTgÞ ¼
ωhjgE2g

j2iTe

ω½1þ λðω; fTgÞ& þ iγðω; fTgÞ
; ð5Þ

where hjgE2g
j2iTe

¼−
P

nkσ jgnnE2g
ðkÞj2∂fðεnk;TeÞ=∂εnk [59].

Phonon optical probes at equilibrium are commonly at
room (or lower) temperature in the regime γðω;TÞ ≪
ω½1þ λðω;TÞ&, where the phonon damping ΓE2g

∝
γðΩE2g

;TÞ. Our calculations predict on the other hand
γðΩE2g

;T300 KÞ ≈ 75 meV, which is close to ΩE2g
½1þ

λðΩE2g
;T300 KÞ& ≈ 85 meV, resulting in ΓE2g

≈ 26 meV,
in good agreement with the experiments [14,15,19]
and with the previous calculations [28,30]. The further
pump-induced increase of γðΩE2g

; fTgÞ ≫ ΩE2g
½1þ

λðΩE2g
; fTgÞ& drives the system into an opposite regime

where ΓE2g
∝ 1=γðΩE2g

;TÞ. In this regime the pump-
induced increase of γðΩE2g

; fTgÞ results thus in a reduction
of ΓE2g

, as observed in Fig. 3(d). A similar change of regime
is responsible for the crossover from an Elliott-Yafet to the
Dyakonov-Perel spin-relaxation, or for the NMR motional
narrowing [78,79]. We also note here that the same effects
and the change of regime are partially responsible for the
overall time dependence of the phonon frequency [see
Fig. 3(c)], where the full result (full blue circles) is
compared with the one retaining only the nonadiabatic
intraband self-energy (open orange squares). The redshift
predicted for the latter case is a direct effect of the same
change of regime responsible for the reduction of the
phonon damping. However, in the real part of the self-
energy, adiabatic processes (both intra- and interband) play
also a relevant role [59], giving rise to an additional

(a)

(c)

(d)

(b)

FIG. 3. (a),(b) Intensity of the phonon spectral function
BE2g

ðω; fTgÞ for F ¼ 12 J=m2 [panel (a)] and for F ¼ 30 J=m2

(panel b). Time evolution of the (c) Raman peak positions and
(d) phonon linewidths using the full self-energy for F ¼ 12 J=m2

(full circles) and for F ¼ 30 J=m2 (open circles). Also shown are
the results obtained with only the NA intraband term and for
F2 ¼ 30 J=m2 (open squares). The dashed horizontal line in panel
(c) shows the adiabatic energy of the E2g mode.
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